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1. INTRODUCTION

We give three nominal absolute semantics to first-order logic with equality, based on lattices, sets,
and algebra in a nominal universe. Thus we provide alternatives to the de facto standard semantics
based on valuations, and in doing this we question deep-seated mathematical habits in syntax and
semantics, and give evidence that the correct environment for doing logic in computer science is
a mathematical foundation with names, modelling variables, building on the foundational work of
Fraenkel and Mostowski.

We treat first-order logic because this is a paradigmatic formal language with variables. It is
probably the simplest language with variables of any importance; and, it is of great importance, since
it is a language for axiomatising set theory and arithmetic, amongst other things.

The expert and impatient reader, wanting to see just how our models really differ from valuation-
based models, might like to skip right to Remark 8.2.16. This is not the most technically advanced
part of the paper, but it expresses a point at which we can see one concrete way in which the nominal
models are clearly not just a rephrasing of standard constructions. Such a reader might also browse
Subsection 1.3, which maps out the underlying mathematics, and consider Example 3.4.11.

We now take a step back and discuss the background issues in more depth.

1.1. What are variables?

Variables and quantifiers (or more generally, binders) are widespread. The integral | ., is abinder which
binds a, so that a in fa f(a,b) is bound. The same phenomenon appears in logic and computation, so
that e.g. we write Va.P(a,b), Aa.ab, let a=2 in a+b, and so on.

Our notation for integration has an intended meaning: integration of the function. In logic and
computation there are many binders, and much design freedom in interpreting them. The choices we
make early on will influence the nature of the mathematics that follows out of them.

We will compare and contrast this in detail in the Conclusions, but for here it is probably fair to
say that the main methodology is to treat variables as a look-up to an external context; a quantifier
interacts with this context by scanning possible values for the variable. For instance:

— fa f(a,b) means “take a value for b to be fixed by some context and vary possible values for a,
taking an integral”.

—Va.P(a,b) means “take a value for b to be fixed by some context and vary possible values for a,
taking a(n infinite) logical conjunction”.

— Aa.f(a) means “input a value from the user, associate that value to a, and calculate f in that
context”.

In logic and computation this context of variable-to-value assignments is called a valuation, and the
idea is attributed to Tarski [ ].
But here are two other semantics of variables and quantifiers:

— We can treat quantifiers as modalities (operators taking a formula and making a new formula),
satisfying certain axiomatic properties. Variables are used to label an infinite family of modalities:
o fos S 08 ¥, Vi, Ve ..

This interpretation is useful for proof—a formula may be too complicated to compute, but we can
still prove it equivalent to another formula by axiomatic manipulations.

In the context of logic, this is exemplified by cylindric and polyadic algebras due to Halmos and
Tarski amongst others [ ; 1.

— We can treat quantifiers as binding sites (distinguished points in the formula), and variables are
links/wires connecting different parts of the formula, via the binding site.



This interpretation is useful in programming. For instance, a method name or function declaration
binds the invocations of that method or function to the location where it is defined, and a pointer
binds a location in memory to the locations in the program where it is dereferenced.

In this paper we investigate a mathematical semantics which builds on and unifies the three
interpretations above. This works by reviving an old alternative to Zermelo—Fraenkel sets, known as
Fraenkel-Mostowski sets (FM sets)—we will simply call this nominal techniques. Variables have the
properties of look-up, and axiomatic-modality, and binding-sites—depending on how one looks at
the nominal semantics.

We can do this because we analyse variables using nominal techniques. Detailed discussions of
FM sets and their applications to computing are elsewhere [ ; ; ]. What matters to us
here is that in FM sets, atomic symbols are assumed to exist as urelemente or atoms.

In the language of programming we would say that atoms are a datatype whose job is to contain
infinitely many elements that are all symmetric up to permutations, and indeed this is exactly what
happens in the Mur¢ system [ ] and the FreshML programming language [ ]. In some sense,
atoms are a polar opposite to the familiar datatype of natural numbers, which is a datatype whose
job is to contain infinitely many elements that are all totally ordered in a single fixed and canonical
manner.

Atoms are symmetric up to permutations; symmetry is a primitive property of the mathematical
universe. To put this in the context of similar axioms, the Axiom of Infinity assumes the infinitude
of the natural numbers, the Axiom of Comprehension assumes that predicates can be used to select
subsets of sets, and the Axiom of Replacement assumes that functions can be applied pointwise to
sets. In FM sets we assume variable symbols, and their purpose is to be symmetric.

Because symmetry properties are foundationally assumed, they propagate naturally to constructions
in FM sets. How this works in full generality is a field of study in its own right. What interests us
here is what happens when we try to match up FM sets atoms with fa, Va, and Aa. That is, can we
model the behaviour of variables and binding as special cases of general FM behaviour? This question
was answered positively in previous work on abstract syntax, where FM atoms were used to model
a-equivalence in syntax [ ].

But now we want to model the more complex semantic behaviour of variables too. We shall find
that this works surprisingly well.

At a high level, we shall see that variables are moved from being a specific property of a formal
language, which requires explanation on a per-language/per-quantifier basis, to being a generic
property of the mathematical universe on a par with generic concepts such as ‘set’, ‘cardinality’, and
‘function’. These can be handled at a high level of abstraction and generalisation, and then instantiated
to specific languages and applications.

Doing this is a technical challenge, of course. Just as important as the technical details is the
ideas that motivate them. And, because variables and binders are so common in formal languages,
and so fundamental to how they work, such new ideas about general semantics can pay worthwhile
dividends. The necessary mathematics is not particularly complicated, once we understand that we
are dealing with a symmetric datatype with characteristic, albeit deep, properties. The necessary
nominal background is handled in Section 2, with plenty of examples and exposition. We now discuss
the specific technical application.

1.2. The three paradigmatic semantics

We study the concrete example of first-order logic (FOL). This is a paradigmatic language with
binders, and is of practical importance since it is a base language for set theory and arithmetic. The
basic FOL connectives are L (false), A (conjunction), = (negation), and Va (first-order quantification).

FOL has three standard semantics: lattices, sets, and algebra (a fourth is fopology, which is handled
in a sister paper [ 1). We will briefly summarise how these work:

— In lattices we take a partially ordered set and explain connectives using limits. By this semantics
we take some underlying set X of truth-values with an entailment ordering < and assume greatest



5

lower bounds (and some other structure). Given z,y € X we declare x A y to be the greatest lower
bound (the limit) of = and y.

— In sets we take some underlying set and explain connectives by combining subsets of the underlying
set (sets intersection, complement, and so on). That is, we take some set X and subsets U,V C X,
and we declare U AV tobe U N V.

— In algebra we equip an underlying set with functions satisfying equalities, which should be abstractly
specified, and explain connectives in terms of those functions (de Morgan laws, commutativity,
associativity, and so on). That is, we take some set X and functions L, A, =, and ¥ on X which
must insist certain axioms—the correct axioms for v is a major contribution of this paper.

All these semantics are supposed to match up in some suitable sense. The relevant theorems have
standard names: going from lattices to sets is a representation theorem; going from algebras to sets is
a (sets) semantics; and going from sets back to lattices or algebras is a pair of completeness theorems.
We will treat these, establishing nominal lattice, nominal set, and nominal algebra treatments of FOL
and indicating how to move between them.

As discussed, by the nominal approach we intepret variables directly as atoms. We call the result
absolute because the meaning assigned to a term or predicate will not require any context or valuation;
contrast this with the traditional Tarski-style valuation semantics, where the meaning of a term or
predicate only exists in the context of a valuation assigning (non-nominal) denotations to the variables.
We will also give a detailed comparison with Tarski-style valuation semantics in Section 8, showing
how to build one of our models out of a Tarski-style model. This translation will be natural, almost
obvious, and it will exhibit a Tarski-style model as a particular special case of our framework (the
key idea intuitively is that Tarski-style models are complete in a lattice-theoretic sense, whereas our
models are in general only fresh-finite complete, which is a weaker condition which is only expressible
in a nominal semantics; see Remark 8.2.16).

Returning to our three inter-translatable denotations, how specifically do we address the problem
of variables and binding in each of them? Detailed answers are in the body of the paper, but for the
reader’s convenience we give here—not a summary but—some precise pointers to where the key
points in those answers will appear:

— In lattices, V is a fresh-finite limit (Subsection 4.1). This is a new idea.

—In sets, V is characterised twice: as a fresh-finite limit in the powerset considered as a lattive,
and as an infinite sets intersection of substitution instances. Theorem 6.4.1 notes that these two
characterisations are equivalent.

— This raises an interesting question: since ¢ has an absolute semantics in sets (so ¢ is interpreted
as a set, even if ¢ has free variables), then what notion of substitution is given to those sets? Our
answer uses o-algebras (Subsection 3.1). These are also a new idea.

— In algebras, V is an equivariant function satisfying certain axioms. This idea is relatively recent, but
has also been studied in previous work. The axiomatisation is reminiscent of the cylindric algebra
or polyadic algebra axiomatisations, though it exists in a nominal algebra framework and has its
own distinct character. We discuss this in Subsection A.3.

— Lemma 6.2.2 and Proposition 6.2.3 are important technical results.

More discussion is in the body of the paper and in the Conclusions.

1.3. Map of the paper

Section 2 introduces the necessary nominal background. This section need not necessarily be read
first, because the results are abstract. However, this investment in abstraction will pay dividends
later when it is applied. These applications are explained in detail in Section 2, see especially the
discussion preceding Theorem 2.3.2.

In Section 3 we introduce the notion of algebra over nominal sets (i.e. a nominal set with functions
on it satisfying nominal axioms). Specifically, we consider o- and ©-algebras. A o-algebra abstracts
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those properties of term- and predicate-syntax having to do with substitution; an o-algebra is a dual
to this.

Section 4 introduces nominal posets (a nominal poset is a partially-ordered set, built in the universe
of FM sets), but then does some new things with the idea: we study fresh-finite limits, how o-algebra
structure interacts with the partial order, we note that simultaneous o-action can also easily be
modelled, we specify equality in the poset, and we conclude with the notion of FOLegq algebra. This
establishes our lattice-theoretic semantics for first-order logic.

Section 5 spells this semantics out, by declaring first-order logic syntax and defining a formal
notion of interpretation. We prove soundness in Theorem 5.2.13.

Section 6 notes the important fact that every o-powerset (Definition 3.4.6) is a FOLeq algebra—ijust
as every powerset is a Boolean algebra in Zermelo-Fraenkel set theory. This is our sets semantics.

Section 7 proves completeness of the sets semantics for FOLeq algebras (Corollary 7.3.9). The
construction visibly parallels the usual ultrafilter construction, but the details are significantly different,
due to all the extra structure: the constructions are in nominal sets; points form an o-algebra (not just a
set); the set of all points forms a o-powerset (not just a powerset); and we treat not only quantification
V but also equality = which requires careful design of the structure of points. In short, all the structure
of a usual completeness proof is still there and still evident, along with extra structure relating the
richer foundations.

We are used to seeing models of first-order logic using valuations, in Zermelo-Fraenkel sets;
we attribute this idea to Tarski. Section 8 translates such models to our nominal framework, and
we see that Tarski valuation models were a special case of FOLeq algebras all along. The main
result is Proposition 8.2.15. The converse is not true: not every FOLeq algebra can be expressed
as a Tarski valuation model. This is, intuitively, because Tarski models are very complete whereas
FOLeq algebras satisfy a weaker property of being only fresh-finite complete in general. What makes
this interesting is that in our lattice semantics, being fresh-finite complete captures exactly what is
necessary to model first-order logic; so FOLeq semantics are in this sense canonical, and the extra
strength of Tarski-style models is due to the relative inexpressivity of the Zermelo-Fraenkel sets
foundation which, implicitly, it assumes.

Another standard semantics is syntax-quotiented-by-derivable-equivalence. We call this a Herbrand
(or Lindenbaum-Tarski) semantics and we consider it in Section 9. We do this briefly since, by now,
the result should be clear; enough detail is given to reconstruct full proofs if desired.

The algebraisation of FOLeq algebras—their equational axiomatisation—is not without interest
or subtlety, but it is also rather easy and has in fact already been treated in previous work [ ;

]."' So we treat it in a brief appendix, Appendix A.

2. BACKGROUND ON NOMINAL TECHNIQUES

Intuitively, a nominal set is “a set X whose elements x € X may ‘contain’ finitely many names
a,b,c € A”. We may call names atoms. The notion of ‘contain’ used here is not the obvious notion
of ‘is a set element of”: formally, we say that z has finite support (Definition 2.1.8).

For instance, here are some nominal sets:

— The set of finite sets of atoms:

{2, {a}, {b}, {c},..., {a,b}, {a,c},... }.

— The set of complements of finite sets of atoms:

{ A, A\{a}, A\{b}, A\{c},..., A\{a,b}, A\{a,c},... }.

Nominal sets are formally defined in Subsection 2.1, and examples are in Subsections 2.2 and 2.4.

L Chronologically the axioms came first, and this paper emerged from efforts to understand these axioms’ semantics.
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What is most important to realise is that the notion of ‘being in the support of 2’ is not equal to the
notion of ‘being a set element of z”. For instance if we take 2 = A\{a}, then x contains infinitely
many elements—but its support contains precisely the atom that is not an element of x, namely a.

Support measures name-symmetry, not name-elementhood. More on this below.

The reader not interested in nominal techniques per se might like to read this section only briefly
in the first instance, and use it as a reference for the later sections, where these underlying ideas get
applied. More detailed expositions are also in [ ; ].

In the context of the broader literature, the message of this section is as follows:

— The reader with a category-theory background can read this section as stating that we work in the
category of nominal sets, or equivalently in the Schanuel topos (more on this in [ , Section
II1.9], [ , A.21, page 79], or [ , Theorem 9.14)).

— The reader with a sets background can read this section as stating that our constructions can be
carried out in Fraenkel-Mostowski set theory (FM sets).

A discussion of this sets foundation, tailored to nominal techniques, can be found in [ s
Section 10]). FM sets add urelemente or atoms to the sets universe.

— The reader not interested in foundations can note that previous work [ ; | has shown
that just assuming names as primitive entities in Definition 2.1.1 yields a remarkable clutch of
definitions and results, notably Theorem 2.1.11 and Corollary 2.1.12, and Theorems 2.3.2 and 2.3.8.
Empirically these properties turn out to be incredibly useful, and they will be just what we need
next in Section 3.

2.1. Basic definitions

DerintTION 2.1.1. Fix a countably infinite set of atoms A. We use a permutative convention that
a, b, c,...range over distinct atoms.

DerInITION 2.1.2. A (finite) permutation 7 is a bijection on atoms such that nontriv(m) = {a |
m(a) # a} is finite.

Write id for the identity permutation such that id(a) = a for all a. Write 7’ o 7 for composition,
so that (" o 7)(a) = 7/(m(a)). Write 7! for inverse, so that 7 o 7 = id = m o 7L, Write (a b) for
the swapping (terminology from [ 1) mapping a to b, b to a, and all other c to themselves, and
take (a a) = id.

NortaTtion 2.1.3. If A C A write
fix(A) = {r | VacA.7(a) = a}.

DEeriNITION 2.1.4. (1) A set with a permutation action X is a pair (|X|, -) of an underlying set |X|
and a permutation action written 7-x which is a group action on i
m-(n'-x) = (w o n’)-x for all z€|X| and permutations 7 and 7’.

(2) Say that A C A supports z€|X| when V.7 € fix(A) = ma = x. If a finite A supporting x
exists, call x finitely supported.

DerintTION 2.1.5. Call a set with a permutation action X a nominal set when every xz€|X| has
finite support. X, Y, Z will range over nominal sets.

DerintTION 2.1.6. Call a function f € |X=-Y| equivariant when 7-(f(x)) = f(7-z) for all permu-
tations 7 and z€|X|. In this case write f : X=Y.

The category of nominal sets and equivariant functions between them is usually called the category
of nominal sets [ ; ; ; ].

RemaARrk 2.1.7. ‘Equivariant’ appears in Definition 2.1.6 referring to functions between nominal sets,
in Definition 2.1.8 referring to elements of nominal sets, and in Theorem 2.3.2 referring to predicates
and functions in the language of ZFA set theory.



The notions of equivariance in Definition 2.1.6 and Theorem 2.3.2 are evidently related; the
former existing inside the sets universe and the latter outside out. The notion of equivariance in
Definition 2.1.8 looks different, but we shall see in Lemma 2.2.2 how it closely relates to the other
two.

DerintTION 2.1.8. Suppose X is a nominal set and x€|X|. Define the support of = by
supp(z) = ﬂ{A | A finite and supports z}.

If supp(x) = & we call © equivariant.

NortaTion 2.1.9.— Write a#x as shorthand for a ¢ supp(x) and read this as a is fresh for .
— Given atoms aq, ..., a, and elements 1, . .., T, write ay,...,a,#x1, ..., 2., as shorthand for
{ar,..;ant MU <<, supp(x;) = @. Thatis: a;#z; for every i and j.

Proposition 2.1.10. If A C A is finite and supports x, and a € A and a#x, then A\{a} supports x.

Proof. Suppose m € fixr(A\{a}). We assumed a#z so choose an A’ C A such that A’ is finite, A’
supports z, and a ¢ A’. Also, choose some fresh a’ (so o’ ¢ AU{a}UA").

Write 7 = (@’ a). Note that 7-2 = x by Definition 2.1.4, because A’ supports z and 7 € fiz(A').

It is a fact that (7 o w o 7)(a) = a for every a€ A, so T o o 7 € fix(A). Also by the group action
(tromor)x=r7(m(7-x)). Since A supports x we have 7-(7-(7-x)) = z by Definition 2.1.4.

We apply 7 to both sides, recall that 7-z = z, and conclude that 7-x = x as required. O

TueoreM 2.1.11. Suppose X is a nominal set and x € |X|. Then supp(x) is the unique least finite set
of atoms that supports x.

Proof. Consider a permutation 7 € fiz(supp(z)) and write {a1,...,a,} = nontriv(r). Choose
any finite ACA that supports z, so by construction supp(z)CA.

By Proposition 2.1.10 A\ nontriv(w) supports x. By construction 7 € fiz(A\nontriv(r)), so by
Definition 2.1.4 -2 = x as required. O

CoroLLary 2.1.12. (1) If w(a) = afor all a € supp(x) then -z = x.
(2) If w(a) = 7'(a) for every a€supp(z) then m-x = 7'-x.
(3) a#x if and only if Fb.(b#x A (b a)-x = x).

Proof. By routine calculations from the definitions and from Theorem 2.1.11. O

2.2. Examples

Suppose X and Y are nominal sets, and suppose Z is a set with a permutation action. We consider
some examples of sets with a permutation action and of nominal sets. These will be useful later on in
the paper.

2.2.1. Atoms. A is a nominal set with the natural permutation action 7-a = 7(a).

For the case of A only we will be lax about the difference between A (the set of atoms) and (|A|, )
(the nominal set of atoms with its natural permutation action). What that means in practice is that we
will write @ € A and never write a€|A|.”

2.2.2. Cartesian product. X x Y is a nominal set with underlying set {(z,y) | z€|X|,y€|Y|} and
the pointwise action 7-(x,y) = (7, TYy).

2.2.3. Tensor product. X®Y is a nominal set with underlying set {(x, y) | z€|X|, y€|Y|, supp(z)N
supp(y) = @} and the pointwise action. For the pointwise action here to be well-defined depends on
7 being a permutation and the fact (Proposition 2.3.4 below) that supp(7-x) = m-supp(x).

2 Just sometimes, pedantry has its limit.
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2.2.4. Full function space. X—Y is a set with a permutation action with underlying set all functions
from |X| to |Y|, and the conjugation permutation action

(m-f)(z) = m(f (7).
The conjugation action can be rephrased as ‘permutations distribute’ (cf. Theorem 2.3.2 below):
Lemma 2.2.1. If f€|X—Y| then 7 f (x) = (7 f) (7).

Proof. By easy calculations. O

2.2.5. Finitely supported function space. X=-Y is a nominal set with underlying set the functions
from |X| to |Y| with finite support under the conjugation action, and the conjugation permutation
action.

Lemma 2.2.2. f € |X=Y] is equivariant in the sense of Definition 2.1.6 if and only if it is equivariant
in the sense of Definition 2.1.8.

Proof. We sketch the proof: If 7 f = f then for any x€X we have by Lemma 2.2.1 that 7-(f(z)) =
(m-f)(m-x) = f(m-x). Conversely if for any z€X we have -(f(z)) = f(m-z) then by the conjugation
action

(m-f)(z) = m(f(nx)) = f(m(nha)) = f(z). D

2.2.6. Full powerset

DerintTION 2.2.3. Suppose X is a set with a permutation action. Give subsets X C |X| the pointwise
permutation action

X ={rz|xe X}

ExampLE 2.2.4. A useful instance of the pointwise action is for sets of atoms. As discussed in
Subsection 2.2.1 above, if a € A then 7m-a = m(a). Thus if A C A then

mA means {m(a)|a€ A}.
LemmMma 2.2.5. Continuing the notation of Definition 2.2.3,

X is equivariant in the sense of Definition 2.1.8 < Vr.Nz€|X|.(x € X & mx € X).

Proof. If X is equivariant then by Corollary 2.1.12 Vr.m- X = X. It follows thatz € X & x €
X & rreX.

Conversely if Vr.Vze|X|.(x € X & 72 € X) thenalsoz € X & nlre X &z e mX,s0
that 7-X = X. This is for any 7, so using Corollary 2.1.12 we have that supp(X) = &. O

DEeriNiTION 2.2.6. Define PowSet(X) the full powerset of X to be the set with a permutation action
with

— underlying set { X | X C |X|} (the set of all subsets of |X|), and
— the pointwise action 7- X = {m-z | z € X }.

Remark 2.2.7. Even if X is a nominal set, PowSet(X) need not be a nominal set. To see why, take X
to be equal to A = {a, b, c,d,e, f,...} and consider the set

comb = {a,c,e,...}

of ‘every other atom’. This does not have finite support, though permutations still act on it pointwise.
For more discussion of this point, see [ , Remark 2.18].
We consider further examples in Subsection 2.4.
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2.3. The principle of equivariance and the NEW quantifier

We come to Theorem 2.3.2, a result which is central to the ‘look and feel’ of nominal techniques. It
enables a particularly efficient management of renaming and a-conversion in syntax and semantics
and captures why it is so useful to use names in the foundations of our semantics and not some other
infinite set, such as numbers.

Names are by definition symmetric (i.e. can be permuted). Taking names and permutations as
primitive implies that permutations propagate to the things we build using them. This is the principle
of equivariance (Theorem 2.3.2 below; see also [ , Subsection 4.2] and [ , Lemma 4.7]).

The principle of equivariance implies that, provided we permute names uniformly in all the
parameters of our definitions and theorems, we then get another valid set of definitions and theorems.
This is not true of e.g. numbers because our mathematical foundation equips numbers by construction
with numerical properties such as less than or equal to <, which can be defined from first principles
with no parameters.

So if we use numbers for names then we do not care about < because we just needed a countable
set of elements, but we repeatedly have to prove that we did not use an asymmetric property like
<. In contrast, with nominal foundations and atoms, we do not have to explicitly prove symmetry
because we can just look at our mathematical foundation and note that it is naturally symmetric under
permuting names; we reserve numbers for naturally asymmetric activities, such as counting.

This style of name management is characteristic of nominal techniques. The reader will find it
used often, e.g. in Lemmas 3.1.8, 3.4.9, and 6.1.2, Propositions 3.2.6 and 4.2.6, and Definitions 3.3.2,
3.4.1,and 6.3.1.

Remark 2.3.1. The languages of ZFA set theory and FM set theory are identical: first-order logic
with equality = and sets membership €.

TueoreM 2.3.2. If T is a list x4, . . . , xy, write T-T for T-x1, ..., T T,. Suppose ®(T) is a predicate

in the language of ZFA/FM set theory, with free variables T. Suppose Y (T) is a function specified in

the language of ZFA/FM set theory, with free variables x. Then we have the following principles:

(1) Equivariance of predicates. ®(7) < ®(7-7).°

(2) Equivariance of functions. 7-Y(Z) = Y (7-I).

(3) Conservation of support.  If T denotes elements with finite support
then supp(Y(Z)) C supp(x1)U- - - Usupp(zy,).

Proof. See Theorem 4.4, Corollary 4.6, and Theorem 4.7 from [ ]. O

Remark 2.3.3. Theorem 2.3.2 is three fancy ways of observing that if a specification is symmetric in
atoms, the the result must be at least as symmetric as the inputs. The benefit of using atoms (instead
of e.g. numbers) to model names makes this a one-line argument.*

PrROPOSITION 2.3.4. supp(m-z) = 7-supp(x) (which means {m(a) | a € supp(zx)}).

Proof. Immediate consequence of part 2 of Theorem 2.3.2.° O

DEeriNtTION 2.3.5. Write Va.®(a) for ‘{a | =~®(a)} is finite’. We call this the 1 quantifier.

3Here 7 is understood to contain all the variables mentioned in the predicate. It is not the case that @ = a if and only if
a = b—but it is the case that a = b if and only if b = a.

4The reasoning in this paper could in principle be fully formalised in a sets foundation with atoms, such as Zermelo-Fraenkel
set theory with atoms ZFA. Nominal sets can be implemented in ZFA sets such that nominal sets map to equivariant elements
(elements with empty support) and the permutation action maps to ‘real’ permutation of atoms in the model. See [ s
Subsection 9.3] and [ , Section 4].

5There is also a nice proof of this fact by direct calculations; see [ , Theorem 2.19]. However, it just instantiates
Theorem 2.3.2 to the particular Y specifying support.
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REMARK 2.3.6. We can read U as “for all but finitely many a’, ‘for cofinitely many a’, ‘for fresh a’, or
“for new a’. It captures a generative aspect of names, that for any x we can find plenty of atoms a such
that a & supp(x). U was designed in [ ] to model the quantifier being used when we informally
write “rename x in Az.t to be fresh”, or “emit a fresh channel name” or “generate a fresh memory
cell”.

ReEmark 2.3.7. W is a “for most’ quantifier [ 1, and is a generalised quantifier | , Section
1.2.1].

But importantly, /I over nominal sets satisfies the some/any property that to prove a l1-quantified
property we test it for one fresh atom; we may then use it for any fresh atom. This is Theorem 2.3.8,
which we use implicitly when later we choose a ‘fresh atom’ without proving that it does not matter
which one we choose. We will do this often. See for instance the proofs of Lemmas 3.4.9 and 7.1.12
(where we write ‘for fresh a’, we are using the /1-quantifier) and Definitions 3.3.2, 3.4.1, and 6.3.1
where W is made explicit.

It is important to understand that 1 simply means ‘for all but finitely many atoms’. This can be
encoded in first-order logic. What makes this quantifier so special is the V/3 symmetry property
which arises specifically when W is applied to symmetric atoms with a background assumption of
finite (or more generally, ‘small’) support—i.e. in a nominal context.

So it is not any one piece of the puzzle that makes this work, but how the pieces interact when they
are fit together. This is expressed in Theorem 2.3.8:

TueoreMm 2.3.8. Suppose ®(Z, a) is a predicate in the language of ZFA/FM set theory, with free
variables Z, a. Suppose Z denotes elements with finite support. Then the following are equivalent:

Va.(a € AN a#Z) = §(Z,a) Na.®(Z,a) Ja.a € ANa#zZ A D(Z,a)

Proof. Where convenient we may write z as 21, ..., 2.

— Suppose ®(Z, a) holds for every atom a € A\ |J; ., ,, supp(z:).
By assumption Z denotes elements with finite support, and it is a fact that a finite union of finite
sets is finite, so A \ |J; <, ,, supp(z;) is cofinite.
It follows that Wa.®(Z, a) holds.

— Suppose A C A is cofinite and ®(Z, a) for every a€ A. As in the previous point, there exists some
a€ A such that a#z; for every 1<i<n.
It follows that JacA. (a#z A ®(Z,a)).

— Now suppose ®(Z, a) holds for some a € A\ |, -, ~,, supp(z;).
By part | of Theorem 2.3.2 ®((a’ a)-Z, a’) holds for any a’€A. Choosing a/#Z we have by part 1
of Corollary 2.1.12 that (a’ a)-z; = z; for every 1<i<n.
Thus Va€A. (a#z = ®(z, a)) holds. O

RemMArk 2.3.9. It is impossible to overstate the importance and convenience of the Vl-quantifier
and Theorem 2.3.8, which appears in the literature for instance as Theorem 6.5 from [ Jor
Proposition 4.10 from [ ].

Consider Definition 6.3.1 and the proof of Proposition 6.3.8. In that proof, we use a-equivalence to
assume a is fresh for u and v. By of the some/any property we can immediately apply Definition 6.3.1.

If we had used a V or 3 quantifier in Definition 6.3.1 then we would have had to worry whether
the fresh a in the proof of Proposition 6.3.8 was the same fresh atom as that used in Definition 6.3.1.
‘Obviously’ this is just a hassle; ‘obviously’ this choice does not matter. Theorem 2.3.8 and the
W-quantifier capture precisely and succinctly what that word ‘obvious’ means.

2.4. Further examples

We now consider the finitely supported powerset and the strictly finitely supported powerset. These
examples are more technically challenging and will be key to the later constructions.
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2.4.1. Finitely supported powerset. NomPow(X) (the nominal powerset) is a nominal set, with

— underlying set those X €| PowSet(X)| that are finitely supported, and
— with the pointwise action 7-X = {7z | € X} inherited from Definition 2.2.3.

As the name suggests, the nominal powerset is the powerset object in the category of nominal sets
[ , Lemma 9.10].

A common source of confusion is to suppose that if A supports X €| NomPow(X)| then A must
support every x € X. This is incorrect:

Lemma 2.4.1. It is not true in general that if X €| NomPow(X)| and x € X then supp(x) C supp(X).

Proof. It suffices to provide a counterexample. Take X = A (the nominal set of atoms with the natural
permutation action, from Subsection 2.2.1) and X = A C |A| (the underlying set of the nominal set
of all atoms, i.e. the set of all atoms!).

It is easy to check that supp(X) = @ and a € X and supp(a) = {a} € 2. O

Lemma 2.4.1 will lead us to the notion of the strictly finitely supported powerset in a moment. For
completeness we take just a moment to mention Lemma 2.4.2, which describes a weaker property than
that of Lemma 2.4.1 which is valid in general; see [ , Lemma 5.2] and [ , Corollary 4.30]
for applications, and [ , Lemma 7.6.2] for the more general context.

Lemma 2.4.2. If X€|NomPow(X)| and a#X then there exists an x € X with a#x.

Proof. Choose ' € X and fresh b (so b#z’, X). By Corollary 2.1.12 (ba)-X = X, s0 (ba)-x € X.
By Proposition 2.3.4 a#(b a)-x. O

2.4.2. Strictly finitely supported powerset. Suppose X is a nominal set.
DerintTION 2.4.3. Call X C |X| strictly supported by A C A when

VrzeX.supp(z) C A.

If there exists some finite A which strictly supports X, then call X strictly finitely supported (see
[ , Theorem 2.29]).
Write Strict(X) for the set of strictly finitely supported X C |X|. That is:

Strict(X) = {X C |X| | JACA.A finite A X strictly supported by A}
LemmA 2.4.4.If X € Strict(X) then:

(1) U{supp(z) | x€X} is finite.

) U{supp(z) [ z€X} = supp(X).

(3) If X C |X| is strictly finitely supported then it is finitely supported.
4) = € X implies supp(x) C supp(X) (contrast this with Lemma 2.4.1).
(5) Strict(X) with the pointwise permutation action is a nominal set.

Proof. The first part is immediate since by assumption there is some finite ACA that bounds supp(z)
for all z € X. The second part follows by an easy calculation using part 3 of Corollary 2.1.12; full
details are in [ , Theorem 2.29], of which Lemma 2.4.4 is a special case. The other parts follow
by definitions from the first and second parts. U

ExampLE 2.4.5. (1) @ C |A| is finitely and strictly finitely supported by &.
(2) {a} is finitely supported by {a} and also strictly finitely supported by {a}.
(3) A C|A] is finitely supported by & but not strictly finitely supported.

(4) A\{a} is finitely supported by {a} but not strictly finitely supported.
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(oa) ala—z] = x

(oid) zla—a] = x

(o#) a#r = zla—u] =z

(oa) b#r = zla—u] = ((b a)-x)[b—u]

(o0) a#tv = zla—u][b—v] = z[b—v][a—u[b—v]]
(vo) a#v = plvb][us—a] = plu[b—v]<a][vb]

Fig. 1: Nominal algebra axioms for o and ©

3. ALGEBRAS OVER NOMINAL SETS
3.1. Definitions: sigma-algebra and amgis-algebra

Definitions 3.1.1, 3.1.5, and 3.1.6 assemble three key technical structures (see also Definitions 3.2.4
and 3.4.6).

DeriniTION 3.1.1. A termlike o-algebra is a tuple U = (|U], -, suby, atmyy) of:

— anominal set (|U], -) which we may write just as U; and
— an equivariant o-action suby : (U x A x U)="U, written infix v[a—u]; and
— an equivariant injection atmy : A=1U,

such that the equalities (ca), (cid), (o#), (c), and (oo) of Figure 1 hold, where z, u, and v range
over elements of |U|. We usually write atmy invisibly (so we write atmq(a) just as a), and we may
omit subscripts (so we may write suby; as sub if we are confident that U is clear and understood).

ReEMARK 3.1.2. We unpack what equivariance from Definition 2.1.6 means for the o-action from
Definition 3.1.5: for every x€|X|, atom a, and u€|U], and for every permutation 7, we have that

- (zla—u)) = (m-z)[r(a)—mul.

Similarly for the equivariant o-action in Definition 3.1.6 below.

ExawmpLE 3.1.3. First-order terms form a termlike o-algebra:

— Variables are atoms,
— the permutation action is pointwise, and
— the o-action is ‘real’ substitution.

Consider for instance a first-order term language for arithmetic: then a * b is a term, 7-(a * b) is
7(a) x w(b), and (a * b)[a—2][b—3] is 2 x 3. Such a syntax is defined in this paper in Definition 5.1.1
asr u=a | f(ry, ..., Tar())-

Similarly, untyped A-terms quotiented by a-equivalence form a termlike o-algebra, where the
o-action is capture-avoiding substitution. So [(Aa.b)]4 [b—a] = [Aa’.a]q.

Predicates of first-order logic quotiented by a-equivalence are not a termlike o-algebra under
capture-avoiding substitution action for terms because predicates do not belong to the same class as
terms u. However, predicates do form a (not-necessarily-termlike) o-algebra; see Definition 3.1.5.

ReEMARK 3.1.4. The ‘o’ in o-action stands for ‘substitution’. No connection is suggested with the
notion of sigma-algebra from measure theory.

DerintTION 3.1.5. Suppose U = (JU], -, sub, atm) is a termlike o-algebra. A o-algebra over U is a
tuple X = (|X|, -, U, sub) of:

— A nominal set (|X[, -) which we may write just as X; and
— an equivariant o-action suby : (X x A x U)=X, written infix z[a—u];
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such that the equalities (oid), (o#), (ca), and (o0) of Figure 1 hold,® where z ranges over elements of
|X| and w and v range over elements of |U|. As for termlike o-algebras, we may omit the subscript X.

DeriNtTION 3.1.6. Suppose U = (JU|, -, sub, atm) is a termlike o-algebra.
An v-algebra (spoken: amgis-algebra) over U is a tuple P = (|P|, -, U, amgis,) of:

— a set with a permutation action (|P|, -) which we may write just as P; and
— an equivariant amgis-action amgiss : (P x U x A)=P, written infix p[u<a],

such that the equality (vo) of Figure 1 holds, where p ranges over elements of |P| and « and v range
over elements of |U|. We may omit the subscript P.

REMARK 3.1.7. [u4—a) looks like [a—u] written backwards, and a casual glance at (vo) suggests that
it is just (oo) written backwards. This is not quite true: we have u[b—v] on the right in (oo) and not
‘ufv<—=b]” (which would make no sense, since U has no amgis-action).

Discussion of the origin of the axioms of o-algebras is in Subsections 3.2 and 3.4; see also
Proposition 3.2.6 and Remark 3.2.7.

We conclude this subsection with some technical lemmas which will be useful later.

Lemma 3.1.8 is a technical corollary of (c«), and is used in Lemma 5.2.6:

Lemma 3.1.8. If a#u then a#tx[a—ul. As a corollary,
supp(zla—u]) C (supp(x)\{a}) U supp(u).

Proof. Choose fresh b (so b#z, u). By (ca) z[a—u] = ((b a)-x)[b—u]. Also by part 1 of Corol-
lary 2.1.12 (b a)-u = u and by Theorem 2.3.2 (b a)-(z[a—u]) = ((b a)-x)[b— (b a)-u]. We put this
all together and we deduce that (b a)-(x[a—u]) = z[a—wu]. It follows by part 3 of Corollary 2.1.12
that a & supp(z[a—ul).

The corollary follows since by Theorem 2.3.2 supp(z[a—u]) C supp(z)U{a}Usupp(u). O

ReMARK 3.1.9. The reader should know Lemma 3.1.8 for concrete syntax, which is a o-algebra.
For instance, if ¢ is a predicate of first-order logic (up to a-equivalence) and 7 is a term, then
support coincides with free atoms/variables fa(-) and fa(pla—7]) C (fa(p)\{a}) U fa(r).
But, Lemma 3.1.8 is an abstract property of models of nominal algebra axioms. Syntax is one
concrete instance of the abstract class (as natural numbers are a concrete instance of rings).
Lemma 3.1.10 goes back to [ ; ], where it was taken as an axiom or the original
nominal algebraic treatment of substitution. In the presence of (o« ) it is equivalent to (cid); it is
useful in the proofs of Propositions 4.2.6 and 6.3.5:

Lemma 3.1.10. If b#x then x[a—b] = (b a)-x.
Proof. By (cid) (b a)-x = ((b a)-z)[b—b]. By (0a) ((b a)-z)[b—b] = z[a—D]. O

Lemma 3.1.11 will be useful to prove Proposition 4.2.6 and 4.2.8. See also the related Lemma 8.2.8:

Lemma 3.1.11. If UC|U]| is finitely supported and a#U then a#{x[a—u] | u€U}. As corollaries, the
following freshnesses all hold:

a#{z[a—u] | ue|U|}
a#{x[a—n] | n€A}

Proof. We use part 3 of Corollary 2.1.12. Choose fresh b (so b#z, U). Note by Corollary 2.1.12 (since
a, b#U) that (b a)-U = U so that by Lemma 2.2.5 Yue|U|.u € U < (b a)-u € U. Then we reason

SThat is, the o axioms except (ca), since we do not assume a function atmy.
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as follows:

(ba){zla—u] | ucU} = {(b a)-(z[a—u]) | ueU} Pointwise action
={((ba)z)[b—(ba)u] | ueU} Theorem 2.3.2
={((ba)z)[b—u] | ucU} (ba)U=U
= {z[a—u] | ue|U|} (ow), btz

The proof for a#{z[a—>n] | n€A} is similar. O

3.2. Duality I: sigma to amgis

In Subsection 3.2 we explore how to move from a o-algebra to an v-algebra; we explore the other
direction in Subsection 3.4.
Given a o-algebra we generate an o-algebra out of its subsets. This is Proposition 3.2.6.

DerintTiON 3.2.1. Suppose X = (|X|, -, U, subx) is a o-algebra over a termlike o-algebra U.
Give subsets p C |X| pointwise actions as follows:

mp={mz|x€p}
plusa] = {z€|X]| | z[a—u] € p} ue|U|

PrOPOSITION 3.2.2. Suppose X is a o-algebra over a termlike o-algebra U. Suppose p C |X|. Then:

— & € plu<—a] if and only if z|a—u] € p.
—ax € mpifand only if Ttz € p.

Proof. By easy calculations on the pointwise actions in Definition 3.2.1. [

ReMaRK 3.2.3. We take a moment to suggest intuitively why Definition 3.2.1 is natural.

The pointwise permutation action is the natural action on subsets, also mentioned in Subsec-
tion 2.4.1. This comes from the Fraenkel-Mostowski foundations.

The pointwise o-action is its natural generalisation from a group to a monoid (which need not
necessarily have inverses). But why amgis? Why does [a—u] get turned round to [u<—a]?

When we take the powerset of a set V', V' is in negative position (i.e. PowSet(V) is equivalent to a
function-space V —2 and here V is to the left of the arrow). This implies that any modal operations
which we assume on elements of V, need to be ‘flipped’. Thus, o-algebras turn into o-algebras and
vice versa. This is why an underlying set with a o-action gives rise to a ‘flipped’—a dual—o-action
on the subsets.

DerintTION 3.2.4. Suppose X is a o-algebra over a termlike o-algebra U.
Define the o-powerset algebra Pow(X) by setting

— |Powx(X)] to be the set of all subsets p C |X| (Definition 2.2.6) with
— permutation action 7-p and
— amgis-action p[u<—a] from Definition 3.2.1.

RemARrk 3.2.5. Note that p C |X| need not have finite support in Definition 3.2.4.

Our notion of o-algebra (Definition 3.1.6) admits p without finite support. We will need this:
the o-algebras we construct in Definition 7.2.2 need not have finite support; see the discussion in
Remark 7.1.2. The action happens in Theorem 7.1.20 where we use Zorn’s Lemma to make infinitely
many choices.

Prorosrrion 3.2.6. If X is a o-algebra over a termlike o-algebra U then Pow,(X) (Definition 3.2.4)
is an o-algebra over U.

Proof. By Theorem 2.3.2 the operations are equivariant. We verify rule (oo) from Figure 1:

— Property (o). We use (o0). Suppose a#v. Then:
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x € plvbl[usa] & zla—u][b—v] € p Proposition 3.2.2
< zlb—v][a—ulb—v]] € p (00), atv
<z € plu[b—v]<al[vb] Proposition 3.2.2 O

RemArk 3.2.7. It is interesting to note a non-result of Pows(X). Consider (o#); let us try to dualise
it as we dualised (oc) to (oo) in Proposition 3.2.6.

(o#) a#p = plua] =p Bad axiom
Suppose a#tp. Then

x € plusa] & z[a—u] € p  Proposition 3.2.2
& MM

and now we are stuck: a#p does not imply that a#z, so we cannot use (c#) (e.g. if p = A thenb € A
and b € supp(b); more on this in [ , Subsection 9.5]).

Remark 3.2.8. It has been suggested that if o-algebra algebraises substitution on syntax, then o-
algebra should algebraise pattern-matching on syntax. This is not quite right; pattern-matching
does not satisfy (oo). Suppose a syntax of terms with pairing (71, 72) and one unary term-former
f. Consider the term (f(c), f(b)) and interpret [a—>r] as substitution and [r<—a] as pattern-matching.
Then

(f(c), £(b)) [cb][f(b) <ma] = (F(b
(f(c), £(0))[f(b) [b—=c]<al[c=b] =

and (a, a) # (a,f(b)).

The natural examples of o-algebras are the o-powersets as constructed above in Definition 3.2.4.

F(b)
(f(e

)[f(b)+a] = (a,a) and

) f(0))[f(c)mal[ce=b] = (a, £(b))[c+=b] = (a, (D))

3.3. Exact amgis-algebra
We now strengthen Proposition 3.2.6 to Proposition 3.3.3, which states that Pow(X) is an exact
o-algebra (Definition 3.3.2).

Exactness will be useful later to interpret equality in Pow,; see Subsection 6.3 and in particular
Lemma 6.3.4.

To understand exactness, it is interesting to consider an easy property of o-algebras:

Lemma 3.3.1. If atx, y then x[a—u] = yla—u] implies x = y.
Proof. Immediate from (o#). U

We cannot hope to replicate the proof above directly for o-algebras using an axiom (o#) because,
as noted in Remark 3.2.7, we do not want such an axiom.

But o is a kind of dual to o, and exactness is a Kind of dual to Lemma 3.3.1. Recall the definition
of o-algebra from Definition 3.1.6 and the W-quantifier from Definition 2.3.5.

DeriniTION 3.3.2. Call an o-algebra P exact when if p, ¢€|P| and u€|U| then

WNe.plusac] = gluse]  implies p = q.

In words, P is exact when for every p, ¢, and u, if p[u<—c] and g[u<—c] are equal for most (meaning
“for all but finitely meany’) c then p and g are equal.

ProrosiTioN 3.3.3. Suppose X is a o-algebra over a termlike o-algebra U. Then Pow,(X) is an exact
o-algebra over U.

Proof. By Proposition 3.2.6 Powx(X) is an o-algebra over U. It remains to prove exactness.
Suppose p, ¢€|Pow,(X)| and u€|U|, and suppose Ue.plusic] = g[u<—c]. We now check that for
all z€|X| it is the case that = € p if and only if = € ¢. We reason as follows:
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z €ps Wexje—u]l €p (o#), chx
< We.x € plusc Proposition 3.2.2
< WNe.x € glud] Assumption
< WNe.ze—u) € q Proposition 3.2.2
S req (o#), c#x O

ExampLE 3.3.4. The set of atoms A is a termlike o-algebra over itself (so a[a—c] = c and a[b—c] =
a). By Proposition 3.2.6 the full powerset of A is an v-algebra over A, and by Proposition 3.3.3 this
o-algebra is exact.

So suppose p, ¢ C A and Wc.plasc] = g[asc]. This means that for all but finitely many atoms
c it is the case that for every z€A, z[c—a] € p if and only if x[c—a] € ¢. In particular for every x
there exists some ¢ 7 x such that € p if and only if = € ¢. Thus, p and ¢ are equal.

Note that exactness is not an algebraic property (it has the form if ... then rather than the form LHS
= RHS). So although the class of all v-algebras is algebraic, the class of exact v-algebras is not.”
This will not be a problem.

3.4. Duality ll: amgis to sigma

In Subsection 3.2 we showed how to build an v-algebra out of a o-algebra. Dually, we can build a
o-algebra out of an o-algebra; this is a little harder because, while we are free to define o-algebra to
suit ourselves, the notion of o-algebra is already quite fixed by the behaviour of substitution, which it
is intended to model. The set of all finitely supported subsets is too large, so Definition 3.4.6 cuts this
down with additional conditions 1 and 2.

3.4.1. The pointwise sigma-action on subsets of an amgis-algebra

DeriniTion 3.4.1. Suppose P = (|P], -, U, amgisy ) is an o-algebra over a termlike o-algebra U. Give
subsets X C |P| pointwise actions as follows:

X ={rz|zeX}
X|ar—u] = {pe|?P| | Ne.plusc] € (ca)-X} ue|U|

ProPOSITION 3.4.2. Suppose P is an v-algebra over a termlike o-algebra U and suppose X C |P|.}
Suppose pe|P| and ue|U| and a#u. Then:

(I) p € X[arsu] if and only if Vc.plusc] € (ca)-X.7
2) pem-Xifandonlyifmtl-pc X.

Proof. (1) Direct from Definition 3.4.1.
(2) Direct from Theorem 2.3.2. O]

REMARK 3.4.3. Definitions 3.2.1 and 3.4.1 are not perfectly symmetric; Definition 3.4.1 contains a
W-quantifier. It is there specifically to make Lemma 3.4.4 true; in other words we guarantee axiom
(oca) from Figure 1 by construction:'”

Lemma 3.4.4 (a-equivalence). Suppose P is an o-algebra over a termlike o-algebra U and suppose
X C|P|. Then if b# X then X[a—u] = ((b a)-X)[b—ul].

Proof. By part 1 of Proposition 3.4.2 p € XJa—u] if and only We.plusc] € (¢ a)-X, and
p € ((b a)-X)[b—u] if and only if Ne.p[usc] € (¢ b)-((b a)-X). By Corollary 2.1.12 (c a)-X
(¢ b)-((b a)-X) since b#X. The result follows.

ol

"To be precise, the class of all o-algebras is a variety in the nominal algebraic sense of [ ], whereas the class of exact
o-algebras is a quasivariety.

8We care most about the case that X € | NomPow(P)|—X is finitely supported—but this result does not depend on that.
9Recall that p need not have finite support here; see Remark 3.2.5.

10The proof of Lemma 6.3.6 will be in one line precisely because of this design for Definition 3.4.1.
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Lemma 3.4.5 is useful, amongst other things, in Lemma 3.4.9. On syntax it is known as the
substitution lemma, but here it is about an action on sets X, and the proof is different:

Lemma 3.4.5. Suppose P is an o-algebra over a termlike o-algebra U and suppose X C |P|. Suppose
u, v€|U|. Then

a#v implies X[a—u][b—v] = X [b—v][a—u[b—v]].

Proof. We reason as follows, where we write 7 = (a’ a) o (b’ b):

p € X[a—u][b—v] & WNd' b . [va’][( b b)-usa'] € m X Proposition 3.4.2
< N, b p[((V b)w) [ —v]d|[veb] € X (vo) a'#v
< W,V plulb—v]a’ ][v(—«b’] emX (ca) b'#u
< Nad plulb—v]d’] € ((of a)-X)[b—v] Proposition 3.4.2
< Nd' plulb—v]=d’] € ((of a)-X)[b—(a’ a)-v] Corollary 2.1.12 o, a#v
< WNd .plulb—v]<a’] € (o a)-(X[b—v]) Theorem 2.3.2
< p € X[b—v][a—u[b—v]] Proposition 3.4.2

O

3.4.2. The o-powerset Pow,(P). Recall from Subsection 2.4.1 the finitely supported powerset
NomPow(X) of a nominal set X.

DEerINITION 3.4.6. Suppose P is an v-algebra over a termlike o-algebra U. Define the c-powerset

algebra Pow, (P) by setting

— |Powy (P)] to be those X €| NomPow(P)
with

— the actions 7-X and X [a—u] from Definition 3.4.1,

; see Subsection 2.4.1)

satisfying conditions 1 and 2 below, where u€|U| and pe|P|:

(1) Yu.Na.¥p.(plua) € X & p € X).
(2) Ya.Nb¥p.(plb+a] € X & (ba)p € X).

Lemma 3.4.7 rephrases conditions 1 and 2 of Definition 3.4.6, in a simpler language, albeit one
which requires the o-action on subsets of an o-algebra from Definition 3.4.1:

Lemma 3.4.7. Continuing the notation of Definition 3.4.6, if X €| Pow, (P)| then

(1) If a#X then X[a—u] = X.
(2) If b#X then X[a—b] = (ba)-X

Proof. (1) Suppose a#X. By part 1 of Lemma 3.4.2 p € X[a—u] if and only if Uc.p[u<ic] €
(ca)-X.By Corollary 2.1.12 (¢ a)-X = X and by condition 1 of Definition 3.4.6 p[usc] € X
if and only if p € X, so this is if and only if Vc.(p € X), thatis p € X.

(2) We combine Proposition 3.4.2 with condition 2 of Definition 3.4.6, since a#b. O

CoroLLARY 3.4.8. Suppose X €| Powy (P)|. Then X [a—a] = X.

Proof. Suppose b#X. By Lemma 3.4.4 X[a—a] = ((b a)-X)[b—a]. Note that by Proposition 2.3.4
a#(ba)-X. By part 2 of Lemma 3.4.7 (b a)-X)[b—a] = (ba)-((ba)-X) = X. O

Lemma 3.4.9. If X €|Pow, (P)| and u€|U| then also X [a—u]€|Powy (P)|.
As a corollary, i ti (P)| is closed under the o-action from Definition 3.4.1.

Proof. By construction X [a—u] C |P|, so we now check the properties listed in Definition 3.4.6.
By assumption in Definition 3.4.6, X is finitely supported. Finite support of X [a—u] is from
Theorem 2.3.2.
We check the conditions of Definition 3.4.6 for X [a—ul:
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(1) For fresh b (so b#u, X ), X [a—u][b—v] = X]a—u].
We use Lemma 3.4.4 to assume without loss of generality that a#u. It suffices to reason as follows:

Xla—u][b—v] = X [b—v][a—u[b—v]] Lemma 3.4.5, a#v
= X [b—v][a—u] (o#), bi#tu
= X[a—u] Part 1 of Lemma 3.4.7, b#X

(2) For freshV/ (so b'#u,v, X) X[a—u][b—b] = (b’ b)-(X[a—u)).
It suffices to reason as follows:

X[a—u][b—=b] = X b=V |[a—su[b—b']] Lemma 3.4.5, a#b’
= ((b' b)-X)[a—(b" b)-u) Lemma 3.4.7, b'#u, X
= (b b)-(X[a—u]) Part 2 of Theorem 2.3.2

O

ProposiTioN 3.4.10. If P is an ©-algebra over a termlike o-algebra U then Pow, (P) (Definition 3.4.6)
is a o-algebra over U.

Proof. By Lemma 3.4.9 the o-action does indeed map to | Pow, (P)|. By Theorem 2.3.2 so does the
permutation action. It remains to check validity of the axioms from Definition 3.1.5.

— Axiom (cid) is Corollary 3.4.8.

— Axiom (o#) is part 1 of Lemma 3.4.7.

— Axiom (c«) is Lemma 3.4.4.

— Axiom (o0) is Lemma 3.4.5. O

ExampLE 3.4.11. Consider some set of terms considered as a termlike o-algebra over themselves
(Example 3.1.3; so s[a—t] is s with ¢ substituted for a). Write this TRM.

By Propositions 3.4.10 and 3.2.6 Pow, (Pow,(TRM)) is a o-algebra over TRM.!! It has Boolean
structure given by sets intersection and complement, and by design it has a o-algebra structure.

So perhaps Pow, ( Pow,(TRM)) is a model of first-order logic with equality; it is a o-algebra so
we might model quantification an infinite sets intersection. How to interpret equality is less obvious
...but we might be lucky.

In the rest of this paper we make this formal, prove it, and put the result in the context of the other
models: in nominal posets, using maximally consistent sets (for the completeness result), Tarski-style
valuation models, and Herbrand models. If the reader holds on to the idea that

to a first approximation this paper is about abstracting, axiomatising, and analysing the

behaviour of Pow,(Pow,(TRM)),

then they should not go too far wrong.

3.5. Brief interlude: simultaneous sigma- and amgis-actions

In Subsection 3.1 we only defined a o-action x[a— ] for a single atom at a time. From Subsection 4.3

and onwards it will be useful to consider a simultaneous o-action. In fact the axioms of Figure | give

us the power of a simultaneous action, for o (but not o, that is not p[u<al, as we shall observe).
Suppose X is a o-algebra over a termlike o-algebra U.

DerinNiTION 3.5.1. Suppose u1, ..., u,€|U| and suppose aq,...,a, are n distinct atoms not in
U, supp(u;). Then for z€|X| define

xlar—=us, ..., ap—=uy] = zlar—=ug] . [ap—uy).

We need to show that Definition 3.5.1 does not depend on the order in which we take the u;. This
follows using (co) and (vo), and (o#), because we assumed that each a; is not in |J, supp(u;).
Now we extend this to the case where the a; are not necessarily fresh for the u;:

11 powy is the o-powerset and is from Definition 3.2.4. Pows is the o-powerset and is from 3.4.6.
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DerintTION 3.5.2. Suppose 1, . . ., u, €|U| and suppose a1, . . ., a,, are any n distinct atoms. Then
for x€|X| define

zlar—=u, ..., an—=uy] = (((af a1) o+ - o (a), an))-x)[aj—ul] .. . [al,—uy).
where we choose a’, ..., al, fresh (sonotin {ai,...,a,} U supp(z) U, supp(u;)).

Lemma 3.5.3. The choice of fresh a); and the order of the u; in Definition 3.5.2, do not matter.
Proof. By routine calculations using (oc«), (c0), and (c#). O

It is natural to try to duplicate Definition 3.5.2 and Lemma 3.5.3 for o-algebras. Suppose P is
an o-algebra over a termlike o-algebra U. Lemma 3.5.4 is a partial dual to Lemma 3.5.3 and has a
simple proof:

Lemma 3.5.4. Suppose u, vE|U| and pe|P|. Then

a#v, b#u = plusal[vs=b] = plvb]lusal.

Proof. We reason as follows:

plob][ua] = plulb—v]<a][vd] (o), a#v
= plu<a][v+d] (o#), bi#tu O

Lemma 3.5.4 asserts that the atoms provided are ‘sufficiently fresh’, then the order of the v-action
does not matter. However, we cannot freshen atoms as we can for o-action using (oc«) from Figure 1—
that is, there is no rule (va) of the form b#p = plusal=(b-a)(p[u+b]). Lemma 3.5.5 is the closest
we can get to such a result. We mention it without proof:

LemMma 3.5.5. Suppose P is a finitely-supported v-algebra (so every p€|P| has finite support) and X
is a o-algebra over a termlike o-algebra U and suppose u€|U|. Then:

(1) If X€|Pow,(P)| and b#X,p,u and pe|P| and a#p,u then plu<sa] € X if and only if
(b a)-(plus+d]) € X.
(2) If z€|X| and bz and pe|Pow,(X)| then x € plus—a] if and only if x € (b a)-(plusb]).

4. NOMINAL POSETS
4.1. Nominal posets and fresh-finite limits
DEerINITION 4.1.1. A nominal poset is a tuple £ = (|£[, -, <) where

— (|£],-) is a nominal set, and
— The relation < C |£|x|L] is an equivariant partial order.'>

Call L finitely fresh-complete or say it has fresh-finite limits when for every finite subset X C |£|
and every finite set of atoms A C A the set of A-fresh lower bounds

{2'€|L| | Ansupp(z’) = @ A VeeX.2'<z}

has a <-greatest element /\”‘4X , which we may call the A#limit (A-fresh limit) or A#greatest lower
bound of X.

Similarly call £ finitely fresh-cocomplete or say it has fresh-finite colimits when for every finite
X and A as above the set of A-fresh upper bounds

{Z'€|L| | AN supp(z') = & A VeeX.z<z'}

has a <-least element \/#A X, which we may call its A#colimit or A#least upper bound of X.

1280 z < yif and only if m-z < 7-y.
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ExampLE 4.1.2. Predicates of first-order logic quotiented by derivable logical equivalence and partially
ordered by logical entailment, form a nominal poset; that is [¢)] is the derivable equivalence class of
¢ and [¢] < [¢)] when ¢ F . The permutation action is pointwise on variable symbols.

Then it is a fact that [¢ A 2] is a limit for {[¢], [¢]} and [Va.¢] is an a#limit for {[¢]}. We sketch
this particular example in a little more detail in Section 9.

Nortartion 4.1.3. Suppose £ = (|£|, -, <) is nominal poset. Suppose X C |£|and A C A are finite
and suppose z€|L|.

— Call A?X a limit or greatest lower bound of X.

— Call N} {z} the a#limit or a#greatest lower bound of x and write it A*"z. Unpacking Defini-
tion 4.1.1,

Nex s the greatest element of {z'€|L| | 2'<z A a#z'}.

— Call \/*? X a colimit or least upper bound of X.

— Call \/*“}{x} the a#colimit or a#least upper bound of z and write it \/*'z.

— Write T for the greatest lower bound and _L for the least upper bound of the empty set &.
— Write A y for the greatest lower bound and 2 V y for the least upper bound of {z, y}.

REMARK 4.1.4. So A#(co)limits generalise (co)limits; if we take A = & then we get a limit (greatest
lower bound) just as we are used to.
There is a convenient factoring of ‘finitely fresh-complete’ into three constituent parts:

ProposiTion 4.1.5. Suppose L is a nominal poset. Then L is finitely fresh-complete if and only if it
has limits of the following three forms:

— T, a greatest element (limit for the empty set ).
—a Ay, a limit for {x,y}.
— Nz, an a#limit for {z}.

Similarly finitely fresh-cocomplete is equivalent to having |, x V y, and \/*"z.
Proof. The interesting part is the right-to-left implication where X is non-empty. Given finite non-

empty {z1,...,2z,} C |L] and {a1,...,a,} C A, itis not hard to verify that N ... N (... (z1 A
x2) ...\ Zy,)is an A#limit for X. O

DEFINITION 4.1.6. Suppose L is a partial order (it need not be nominal, though we will care most
about the case that it is). Call 2'€|L£| a complement of x€|L| whenz Az’ = Landz Va2’ = T.

If every x€|L| has a complement say that £ is complemented, and write the complement of x as
—T.

Lemma 4.1.7. Fresh-finite (co)limits, and complements, are unique if they exist, and ~—x = z.
Proof. Using the fact that for a partial order, x < y and y < z imply x = y. O

CoroLLARY 4.1.8. Suppose L = (|L], -, <) is a nominal poset.

(1) Suppose X C|L| is finite and ACA, and /\”AX exists.
Then supp(N" X)C U{supp(z) | z€X}\A.
(2) Suppose x€|L|, and suppose —x exists. Then supp(—x) = supp(z).

Proof. (1) By part 3 of Theorem 2.3.2 supp(N*X) C U{supp(z) | * € X} U A. Since by
assumption A N supp(N*X) = @, the result follows.
(2) By part 3 of Theorem 2.3.2 observing that the map « — —x is its own inverse. O

Lemma 4.1.9 is a-equivalence for fresh-finite limits:

Lemma 4.1.9. Suppose L is a nominal poset and x€|L)|.
If b#tx then Nz = N'(b a)-x and \[*x = \/* (b a)-x, where Nz and \[*"x exist.
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Proof. By Corollary 4.1.8 a, b# Nz, so by part 1 of Corollary 2.1.12 Nz = (b a)- N*x. By part 2
of Theorem 2.3.2 (b a)-N“x = N"(b a)-z. The case of \/*"z is similar. O

We will concentrate on limits from now on; the case of colimits is dual and in the presence of
negation can be obtained directly from limits. A sequel to this subsection—which we postpoone until
we need it later—is in Subsection 8.2.2.

4.2. os-algebra structure and fresh-finite limits

DerintTION 4.2.1. Suppose a finitely fresh-complete and finitely fresh-cocomplete nominal poset
= (|£],-, <) is also a g-algebra (| L[, -, U, suby,) over a termlike o-algebra U. Call the o-algebra
structure monotone when for every z, y€|L£| and ue|U|

x <y implies z[a—u] < yla—u]
and compatible when for every finite X C |£]and A C A and ue|U|

(N X)[a—u] = N*{z]la—u] | z € X} provided AN (supp(u) U {a}) =
(VX)) [a—u] =\ {z[a—u] | z € X} provided A N (supp(u) U {a}) =
(m2)[a—u] = = (z[a—u]).

REmaRrk 4.2.2. As standard, negation converts greatest lower bounds to least upper bounds. Thus we
obtain \/** X as - N*{—z | z € X}. So the second condition above follows from the first and third.

LemmMmA 4.2.3. Given a finitely fresh-complete nominal poset with a compatible o-action:

(1) (z Ay)la—u] = zla—u] A (y[a—u]) and similarly for V.

(2) If x < y then z]a—u] < yla—u] (so a compatible o-action is monotone).
(3) If b#ta,u then (N'x)[ar—su] = /\#b( [asu]) and similarly for \/*.

4 Tla—u] =T and L{a—u] =

Proof. Parts 1, 3, and 4 are special cases of compatibility.'* Part 2 follows from part 1 using the fact
thatx < yifandonlyifz Ay = x. O

LemMMA 4.2.4. In a finitely fresh-complete nominal poset:

—If z < z and a#z then z < N'x.
— If the o-action is monotone then if z < x and a#z then z < x[a—u] for every u, so that z is a
lower bound for the (in general infinite) set {z[a—u] | ue|U|}.™

Proof. The first part is direct from the definition of fresh-finite limit; A"z is by definition a least
upper bound for all z < x such that a#z.

For the second part, since the o-action is monotone z[a—u] < z[ar—u] for every ue|U|. By (o#)
also z = z[a—u]. It follows that z < x[a—u] for every ue|U|.

RemARK 4.2.5. Clearly, we intend the a#limit Nz to model the universal quantifier Va.¢, just as the
finite limit = A y models logical conjunction ¢ A 1.

An odd thing about the quantifier rules is that (VL) expresses Va.¢ as a greatest lower bound of an
infinite set {¢[a—r] | all r} whereas (VR) expresses Va.¢ as something else and more finite (these
standard derivation rules feature in this paper in Figure 2). Lemma 4.2.4 explains this dual nature of
V as an equality between

— the limit of a fairly large set of elements {z[a—u] | u€|U|}—nice for an elimination rule, so we
can eliminate for many u—and

13Part 4 has an alternative one-line proof from Theorem 2.3.2 and (c#); we use this argument in Lemma 5.2.11 for the case of
L.

M The set {x[a—>u] | u€|U|} could be finite: either a#z so that by (o#) x[a—>u] = z for all u; or |U]| is finite, so that in
particular atmy, maps every a to some constant element in |U].
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— the (fresh-)finite limit of the singleton set {« }—nice for an introduction rule, giving us but a single
proof-obligation.

See also Proposition 4.2.6 and Subsection 6.2.

Proposition 4.2.6 proves an equality between the infinite greatest lower bound A, z[a—u] and the
(fresh-)finite greatest lower bound Nz, provided one of these exists and the o-action is monotone.
That is, the limit of a diagram over infinitely many elements x[a—u] is equivalent to the a#limit of
just x.

PRrOPOSITION 4.2.6. Suppose L is a nominal poset with a monotone c-action"® and x€|L|. Then:

(1) If Nz exists then so does Nuep zla—u] the limit for {z]a—u] [ ue|U
In symbols:

}, and they are equal.

Nex = /\ xla—u].

ue|U|
(2) If \,, xla—u] exists then so does \"x, and they are equal.
Proof. Suppose Nz exists.

— By Lemma 4.2.4 Nz is a lower bound for {z[a—u] | ue|U|}.
— Now suppose z is any lower bound for {z[a—u] | u€|U|}. So z < z[a—u] for every ue|U|.
Note that we do not know a priori that a#z. Choose b fresh (so b#z, x) and take u = b. Then

z < z[a—D] L3.L10 (b a)-z. We assumed that 2 has an a#limit so by Theorem 2.3.2 also (b a)-z
has a b#limit (which by Lemma 4.1.9 is equal to the a#limit of x). Since b#z it follows that

2 < N(ba)x o Nex.

It follows that Nz = A, z[a—u].
Now suppose A\, z[a—u] exists. By Lemma 3.1.11 and part 2 of Theorem 2.3.2 we have that
a# N\, zla—u).

. (oid) .
— By assumption A\, z[a—u] < z[a—a] =" x. Thus A\, z[a—u] is an a#lower bound for z.
— Now suppose z < z and a#z; we need to show that z < /\ux[al—m]. This is direct from
Lemma 4.2 .4.

It follows that A\, z[a—u] = Nz O

RemaARrk 4.2.7. Note that Proposition 4.2.6 does not mean ‘finitely fresh-complete = complete’, where
being complete means having limits for all sets (or rather, all finitely supported sets). Proposition 4.2.6
only shows that ‘finitely fresh-complete’ is the same as ‘complete for sets that can be expressed as a
finite union of sets of the form {z[a—u] | ue|U|}".

We briefly mention another characterisation of f“x using a ‘smaller’ conjunction, though we never
use it:

ProposITION 4.2.8. Suppose L is a nominal poset with a monotone o-action and x€|L|. Then:

(1) If Nz exists then so does \,, x[a—n] where n ranges over all atoms, and they are equal.
(2) If \,, zla—n] exists then so does Nz, and they are equal.'®

Proof. As the proof of Proposition 4.2.6. The important point is that by Lemma 3.1.11 and part 2 of
Theorem 2.3.2 we have a# A\ , z[a—n]. O

15We will only really care about the case that the o-action satisfies the stronger property of being compatible (Definition 4.2.1).
However, compatibility includes conditions involving /', so we prefer to be more precise and only insist on what we need to
make the result work, which is monotonicity.

16Strictly speaking we should write A\, z[a—atmq(n)]. See the notation in Definition 3.1.1.
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4.3. Equality

Suppose L is a finitely fresh-complete nominal poset'’ with a compatible o-algebra structure over a
termlike o-algebra U.

DEerINITION 4.3.1. An equality is an element (a=*b)€|L| with supp(a=*b) C {a, b} and such that:
(1) For every ue|U

(a="b)[a—~u,b—u] = T.
(2) For every u,ve|U| and z€|L],
(a="b)[a—u, b—>v] A zla—u] = (a="b)[ar—>u, b—v] A z[a—v].

It might interest the reader to look briefly ahead to Definition 6.3.1, where a very special and useful
equality element will be constructed.

ReMaRrk 4.3.2. The choice of a and b is arbitrary (simultaneous o-action [a—u, b—v] is from Defini-
tion 3.5.1).

Anticipating the notation of Definition 5.2.5, if we write (a="b)[a—u, b—v] as (u="v) then
properties 1 and 2 of Definition 4.3.1 can be rewritten in the following more economical form

(u="u) =T (u="v) A zla—u] = (u="v) A z[ar—>]

and this looks like a purely equational rendering of the sequent rules (=R) and (=L) of Figure 2
(sequent rules for equality). This is deliberate; see condition 5 of Theorem A.3.1.

In Definition 4.3.1 we talk about an equality. However—in the same spirit as Lemma 4.1.7—if one
such element exists then it is unique:

ProrosiTiON 4.3.3. An equality in L is unique, up to choice of a and b, if it exists.

Proof. Consider two equalities a=7b and a=5b. Take z = (a=5b) and v = a and v = bin condition 2
of Definition 4.3.1. Then using (cid),

(a=1b) A (a=5b) = (a=7b) A (a=5b)[b—al).
Now by condition 1 for (a=5b) we know that (a=5b)[b+—a] = T. It follows that (a=%b) < (a=5b).
By symmetry also (a=5b) < (a=%b) and we are done. O

It is not hard to similarly prove that equality is reflexive, symmetric, and transitive, if it exists.

4.4. Definition of a FOLeq algebra
DerintTiON 4.4.1. Suppose L is a finitely fresh-complete and finitely fresh-cocomplete nominal poset
(Definition 4.1.1).

Call L distributive when:

(D) zVvV(ynz)=(xVy A(zV2).
(2) If a#z then z V (N°y) = N(x V y).

These two conditions can be unified into a single condition as follows, for finite A C A and X C |£|:
Ansupp(z)=2 = =V N'X = N*{zva' | 2/eX}

RemaRrk 4.4.2. Evidently, Definition 4.4.1 generalises the usual notion of distributivity. A dual version
of part 1 of Definition 4.4.1isz A (yV z) = (x Ay) V (z A z) and by a standard argument [ ,
Lemma 4.3] the two are equivalent.

A dual version of part 2 of Definition 4.4.1 is that if a#z then x A (\/*'y) = \/**(x A y). This is
not equivalent to part 2 of Definition 4.4.1 in general, but in the presence of complements it is, just
by taking negation.

171n fact we only care about A here, not .
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DeriniTION 4.4.3. A FOLeq algebra over a termlike o-algebra U is a nominal poset £ with the
following properties:

— L is finitely fresh-complete and finitely fresh-cocomplete.
— L is distributive.

— L is complemented.

— L has a compatible o-algebra structure over L.

— L has an equality.

If £ is as above except that it does not have an equality, then we call £ a FOL algebra.

REMARK 4.4.4. For the reader’s convenience we break down Definition 4.4.3 with precise references:

— Nominal poset and finitely fresh-(co)complete are Definition 4.1.1.
— Distributive is Definition 4.4.1.

— Complements are Definition 4.1.6.

— o-algebra structure is Definition 3.1.5 and

— Compatibility is Definition 4.2.1.

— Having equality is Definition 4.3.1.

As the name suggests, the notion of FOLeq algebra is an abstract nominal specification of what it is
to be a model of first-order logic with equality. The connection between this definition and first-order
logic is surely clear:

— finitely fresh-(co)complete gives us A, V, N and \/**, which are nominal algebraic versions of
conjunction, disjunction, and universal and existential quantification;

— distributivity ensures that fresh-limits and fresh-colimits interact sensibly—generalising the dis-
tributivity we expect of Boolean algebras;

— being complemented gives us negation;

— the compatible o-algebra structure gives us a ‘substitution action’; and

— equality gives us equality.

We do not actually need to insist that a FOLeq algebra be finitely fresh-cocomplete, because we have
complements. However, we still need to insist on distributivity, and this axiom is easier to write down
if we assume V (no complicated nested negations). We try to optimise for readability, even where this
implies a little redundancy.

However, note that Definition 4.4.3 is not just a direct restatement of the axioms of first-order
logic. This may be hard to see because the reader will see freshness like ‘a#x’ and substitution like
‘zla—u]” and these are properties that, usually, only are applicable to syntax. But now, the things we
are operating on z, a, and u are abstract and need not be syntax of terms and predicates. Soon, we
shall see models built out of o-algebras of Definition 4.4.3 that are definitely not syntax-based. It
may be worth noting that in previous work we build some more o-algebra models, quite differently,
out of models of set theory [ ].

In short, Definition 4.4.3 is an abstract, not a concrete, definition.

ReEmaRrk 4.4.5. Calling a FOLeq algebra an algebra might seem misleading. To this author ‘algebra’
suggests an algebraic (equational) treatment, rather than the poset style of Definition 4.4.3. However,
a nominal algebraic rendering of Definition 4.4.3 is possible and is given in Subsection A.3. The
interesting axioms are the ones that look like the left- and right-introduction rules for the universal
quantifier; see (vV) and (v<) from Figure 4.

Here, we express properties of limits, instead of using nominal algebra axioms as we do in
Subsection A.3. The content is the same.
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Fig. 2: Derivation rules of first-order logic with equality (FOLeq)

5. INTERPRETATION OF FIRST-ORDER LOGIC IN A FOLEQ ALGEBRA
5.1. Syntax and derivability of first-order logic
DeriNiTION 5.1.1. A signature is a tuple (3, IT, ar) of disjoint sets of

— function symbols f € 3 and
— predicate symbols P € 11

to each of which is associated an arity ar(f), ar(P) € {0,1,2,...}.
Given a signature, terms and predicates are defined inductively by:

ra=alf(ry . Tarr)
¢u=L|r=r|P(ry,....re @) | 0N | ¢ | Va.¢

Above, a ranges over atoms—atoms play the role of variable symbols in this syntax—and f ranges
over elements of ¥, and P ranges over elements of II.

We take predicates up to a-equivalence as standard, and define free atoms fa(r), fa(¢) and
capture-avoiding substitution 7 [a—s] and ¢[a+s] also as standard.'®

NortaTtion 5.1.2. Since our logic is classical, we use the following standard abbreviations:
— Write ¢V for = ((m@)A(—))).

— Write ¢=>1) for (m¢)Vi).

— Write ¢&1) for (¢p=>)A(Vv=>0).

NortaTion 5.1.3. & and ¥ will range over finite sets of predicates.

We may write ¢, ® for {¢} U ® and we may write fa(®) for ¢4 fa(¢).
The derivation rules of first-order logic are as standard:

DerintTION 5.1.4. A sequent is a pair of finite sets of predicates ® - W. The derivable sequents are
defined by the rules in Figure 2.

5.2. Sound interpretation in a FOLeq algebra

Definition 5.2.1 elaborates and specialises Subsection 2.2.3 (tensor product):

DeriniTION 5.2.1. Define ®™A to be the set of n-tuples of distinct atoms with the pointwise action
w(ay,...,an) = (7(ay),...,m(an)).

18The author is using nominal abstract syntax to do this [ ; 1. A treatment of this with all definitions and a full
proof of equivalence with ‘ordinary’ syntax is in [ , Section 5].
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[a] = atmy(a) [1] =L ‘
If(ri,...,m)] =], - - -, [ral) [r=s] = [r]="[s]
[P(r1,..., )] =P ([r1],- -, [mn))
[oAy] = [4] A [¥]
o] = -[¢]
[Va.¢] = N“[¢]

Fig. 3: The interpretation of terms and predicates

DEFiNITION 5.2.2. Suppose L is a FOLeq algebra over U (from Definition 4.4.3; so L is a finitely

fresh-complete complemented nominal poset, with a compatible o-algebra structure over U, and with

equality (a=*b)). We may write £ also for (|£], -) the underlying nominal set of the FOLeq algebra.
An interpretation J of a signature (X, IT, ar) over L is an assignment

—to each f € ¥ with arity n, an equivariant function f’ : " A=U,
—to each P € II with arity n, an equivariant function P’ : @ " A=-L.

(Tt is not hard to check from Subsection 4.3 that the equality a=*b of £ also gives us an equivariant
function ®2A=>L, so equality could have been presented as one of the P in the signature, but we took
it to be primitive to £ instead. The treatments of equality and the P flow together in Definition 5.2.5.)

ReMARK 5.2.3. By Definition 2.1.6, f’ equivariant means f’(7(a1), ..., 7(a,)) = 7' (a1,. .., an).
Because of this, the information we need to calculate the output of f* for any input, is contained in its
output for any one list of n distinct atoms. Similarly for P’. This can be viewed as a generalisation
of the W quantifier and has a surprisingly attractive general theory; see the abstractive functions of
[ 1.

In[ ] we considered generalisations of nominal sets to other permutation groups, whereas in
this paper we are specifically interested in the monoidal case of a o-action (the simultaneous o-actions
form a monoid). Or, to put this more simply: in this paper we can substitute for atoms and not just
permute them. This leads us to Definition 5.2.5, for which we first need a little notation:

n times
——
NortaTtioN 5.2.4. If U is a nominal set write U™ for U x --- x U.

DEerintTION 5.2.5. Extend f’ and P’ and =¢ to functions f* : U"=U and P’ : U"=L and =’: U?=L
as follows

lut, .. yun) = (a1, ..., an)lar—=u, ..., an—uy]
P (u1,...,un) =P(ay,...,an)[a1—ug, ..., an—uy)
=(u1,u2) = (a=*b)[a—u1, b—us)

where we choose ay, . . . , a,, to be n distinct atoms fresh for |J7 supp(u;). We may write ="(uq, us)
infix as w3 ="us.
Lemma 5.2.6. Definition 5.2.5 is independent of the choice of fresh atoms a1, . . ., a,, and a, b.
Proof. A proof by direct calculations is not hard, or we can see this directly from [ , Theorem 27]
since by Lemma 3.1.8 f” and P’ are purely abstractive (terminology of Theorem 27). O

DEeriniTION 5.2.7. Extend the interpretation J of Definition 5.2.5 to terms and predicates as shown in
Figure 3.

Much as for f* and P? above, we technically need to check that Definition 5.2.7 does not depend
on the choice of bound atom «a in Va.¢. This follows by easy calculations using the fact that by
assumption, a & supp(/N°[¢]).

Lemma 5.2.8. supp([r]) C fa(r) and supp([¢]) C fa(p).
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Proof. From Theorem 2.3.2 using the fact that the support of the abstract syntax of r is equal to
fa(r) and the support of the (nominal, since we have a binder V) abstract syntax of ¢ is equal to
fa(9) (see [ , Section 5] for a detailed treatment of the nominal abstract syntax of the untyped
A-calculus). O

Lemma 5.29. [T] = Te|L].

Proof. Unpacking Definition 5.2.7 and recalling that T is sugar for -.L. O
Lemma 5.2.10. (1) f'(uq, ..., u,)[a—u] = P (ur[a—u], . . . uy[a—u]).
(2) (u1="uz)[a—u] = (u1[a—u]="uz[a—u]).
3) P(u1,...,up)[a—u] = P(ur[a—ul, ..., u,la—ul)).
Proof. By definition f'(uy, ..., u,)[a—u] is equal to f'(ay, ..., an)[ar—=u1] ... [an—uy][a—u]
where we are free to choose aq, ..., a, fresh. We use Lemma 3.4.5 to rewrite this as
(a1, ..., an)|a—u)[ar—u[a—u)] . . . [ap—u, [a—u]].

By Theorem 2.3.2 a#f’(ay, ..., ay) so by (c#) we can garbage—collect the innermost [a—u]. The
result follows.

The cases of =" and P’ are similar. O

Lemma 5.2.11. — [tla—7]] = [t][a—[r]]-
— [dlar]] = [#][a=[r]).

Proof. By aroutine induction on ¢t and ¢.

— The case of a. ala—r] = r and by (ca) atmy(a)[a—[r]] = [r].

— The cases of f(r1,...,r,), P(r1,...,m), and ry=ry. This is Lemma 5.2.10.

— The case of L. By Theorem 2.3.2 supp(L) = &. By (o#) L[a—z] = L.

— The cases of A andVa.¢. From parts 1 and 3 of Lemma 4.2.3.

— The case of 7¢. Direct from our assumption that the o-algebra structure is compatible (Defini-
tion 4.2.1).

O

DEerintTION 5.2.12. Extend the interpretation J of Definition 5.2.7 to sequents by defining

[@+ ®] istheassertion A\{[¢] | pc@} < \/{[¢] | ¥ € ¥}.

THEOREM 5.2.13 (Soundness). If @ + U is derivable then [® F U] is true.

Proof. Tt suffices to check validity of the rules in Figure 2.

— (LL) is valid because [L] = L in Definition 5.2.7.

— (=R) is valid from condition 1 of Definition 4.3.1.

— (=L) is valid from condition 2 of Definition 4.3.1.

— (AL), (AR), (L), and (-R) are by standard facts of Boolean algebras (bounded distributive
complemented lattices).

— (VR) and (VL) are from Lemma 4.2.4 and Lemma 5.2.8. O
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6. THE c-POWERSET AS A FOLEQ ALGEBRA

Suppose P is an v-algebra over a termlike o-algebra U. We know by Proposition 3.4.10 that Pow, (P)
from Definition 3.4.6 is a o-algebra. It is also very easy to see that Pow, (P) with the pointwise
action 7-X = {m-p | p € X} (Definition 3.4.1), ordered by subset inclusion X C Y, is a nominal
poset (Definition 4.1.1).

We want now to show that Pow, (P) is a FOLeq algebra (Theorem 6.4.1). That is, we want to show
that Pow, (P)

— is finitely fresh-complete (has N X),

— is complemented (|P| \ X),

— has an equality,

— and the o-action is compatible (Definition 4.2.1).

It will be obvious that complement is given by sets complement. Equality is non-evident but very
natural and is discussed in Subsection 6.3. For A" X we use Proposition 4.1.5 to split the problem
into parts. We consider this next.

6.1. Intersection, complement, top element

Suppose P = (|P|, -, U, amgisy) is an o-algebra over a termlike o-algebra U. Recall the defini-
tions of NomPow(P) from Subsection 2.4.1 (finitely-supported powerset) and of Pow, (P) from
Definition 3.4.6 (the o-powerset).

Lemmas 6.1.1 and 6.1.2 are perhaps not entirely obvious, but all the cases follow the same pattern
of pointwise calculations on sets. These cover the technically simplest cases; in Subsection 6.2 we
move on to quantification.

LemMa 6.1.1. Suppose P is an v-algebra over a termlike o-algebra U. Suppose ue€|U| and

Y, Y'€|NomPow(P)| and suppose X C |NomPow(P)| is strictly finitely supported (Defini-
tion 2.4.3). Then:

) (IPAY)[a—u] = [P\ (Y[a—u]).
In words: o commutes with sets complement.

@ (Nxex Xla—u] = Nxcr(Xla—u)) and (Uxer X)la—u] = Uxer (X[au]).
In words: o commutes with strictly finitely supported sets intersections and unions.

In particular, ¢ commutes with finite intersection and union.
) IfY CY' thenY[a—u] C Y'[a—ul.
In words: o is monotone.

Proof. We reason as follows:

p € (|P\X)[a—u] & We.plusc] € (ca)-(|PNX) Proposition 3.4.2
< WNe.pluc] € |PN\(ca)-X Theorem 2.3.2
< Ne.plusc] & (ca)-X Fact
< p & X[a—u) Proposition 3.4.2
< p e |P\(X[a—u]) Fact

P € (Nxer X)la—u] & Neplusc € Nyex(ca)X Prop 3.4.2, Thm 2.3.2
& NeVXeX plusd € (ca)-X Fact

P € NxexrXa—u]) & VXeX p € X|a—u] Fact
& VXeX Neplud € (ca)-X Proposition 3.4.2

We note that by Lemma 2.4.4, c#X if and only if c#X for every X € X. This allows us to swap the
V and the W quantifier, and the result follows.

Part 3 follows using part 2 and the fact that Y]a—u] C Y'[a—] if and only if Y]a—u] N
Y'[a—u] = Ya—ul. O
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Lemma 6.1.2. —If X, Y €| NomPow(P)| then X N Y €|NomPow(P)| and
if X, Ye|Pow,(P)| then X NY €|Pow,(P)|.
—If Xe|NomPow(P)| then |P|\ X €| NomPow(P)

if X€|Pow, (P)| then |P\X €| Pow,(P)|.
— |Pl€|NomPow(P)| and |P|€| Pow, (P)|.

, and

Proof. Finite support follows from Theorem 2.3.2. All the results involving finitely-supported power-
set NomPow(-) follow immediately.

It remains to check conditions 1 and 2 of Definition 3.4.6 for the o-powerset Pow, (-). We do this
justfor X NY:

(1) Ifais fresh (so a#X,Y,u) then (X NY)[a—u] = X NY.
We reason as follows:
(X NY)a—u] = (X[a—b]) N (Y]a—u]) Lemma6.1.1

=XnNnY Cond 1 of Def 3.4.6
(2) Ifbis fresh (so b#X,Y ) then (X NY)[a—b] = (ba)- (X NY).
We reason as follows:

P

(X NY)a—d] = (X[a—b]) N (Y]a—b])  Lemma6.1.1
=(ba)X)N((ba)Y) Cond 2 of Def 3.4.6
=(ba)(XNY) Theorem 2.3.2 O

PROPOSITION 6.1.3. & is the bottom element and |P| is the top element in NomPow(P) and Pow, (P)
ordered by subset inclusion. X NY is the greatest lower bound for { X, Y }. |P\ X is the complement
of X. Thus NomPow(P) and Pow, (P) ordered by subset inclusion form Boolean algebras, and by
construction Pow, (P) is a subalgebra of NomPow(P).

Proof. By standard sets calculations. O

6.2. Quantification

In this subsection we explore what concrete sets operation corresponds to the fresh-finite limits N'*
of Notation 4.1.3; in other words we explore quantification.

Suppose P = (|P|, -, U, amgisyp) is an v-algebra over a termlike o-algebra U. Recall the defini-
tions of NomPow(P) from Subsection 2.4.1 (finitely-supported powerset) and of Pow, (P) from
Definition 3.4.6 (the o-powerset).

DeriNITION 6.2.1. If X € | NomPow(P)| then define

NX = [ X[a—u] [ uelUl}.
We work towards proving (X € | NomPow(P)
Lemma 6.2.2 for Proposition 6.2.3:
LeEmMMA 6.2.2. Suppose p € |P| and X € NomPow(P) and ve|U| and suppose a#v. Then

Ny Yue|U|.Nda' plvb/][ua’] € (V' b)-(a’ a)- X  if and only if
Vue|U|.NY Na' .plusa’|[v+b'] € (V' b)-(a’ a)-X.

; this is Theorem 6.2.5. We need the key technical

Proof. We prove two implications:

— The up-down implication. Assume N’ Yue|U|.Na' .plvb|[ua’] € (b b)-(a a)-X.
Choose u€|U|. Choose fresh b’ and a’ (so V', a’#X, v, w). Then by assumption (since b'#X, v
and a’#X,v,u) plvb][uca’] € (b'b)-(a’a)-X so that by (vo) of Figure 1 (since a'#v)
plulb'—v]a[vb] € (V' b)-(a’ a)-X. Now by (o#) u[b'—v] = u (since b'#u). Therefore
plusa’][ve=b'] € (B b)-(a' a)-X.

— The down-up implication. Assume Yue|U|.NY' .Na' .plusa’][v=b] € (' b)-(a’ a)-X.
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Choose fresh b’ (so b'#X,v), choose uc|U| (for which b need not necessarily be fresh),
and choose fresh a’ (so a’#X,v,u). By Lemma 3.1.8 b'#u[b'—v] (since b'#v). Therefore
plu[b'—v]a’][veb'] € (V' b)-(a’ a)-X and by (vo) of Figure 1 (since a'#v) p[vb'][usa’] €
(' b)-(a' a)-X. O

We cannot use Lemma 6.1.1(2) to derive Proposition 6.2.3 because {X [a—u] | u€|U|} is not
necessarily strictly finitely supported. The result still holds, by a proof using Lemma 6.2.2:

PROPOSITION 6.2.3. Suppose X €| NomPow(P)| and ve|U| and a#v. Then
(M X)[b=o] = (T (X [b—=v]).
Proof. Consider pe|P|. We reason as follows:

p e (" X)[b—v]

< NV plod] e (T (0'b)-X Prop 3.4.2, Thrm 2.3.2

& Wb’ ploab’] € N, ¢ (0" 0)-X)[ar—u] Definition 6.2.1

< N Yue|U|.Na plvt|[u=a’] € (V' b)-(a’ a)- X Proposition 3.4.2

< Yue|U|.NY . Nd' .plusa’][v<b'] € (V' b)-(a’ a)- X  Lemma 6.2.2

< Yue|U|MNd plua] € ((a’ a)-X)[b—v] Proposition 3.4.2

< Yue|U|.Nd' plusa] € (o a)-(X[b—v]) T2.3.2,C2.1.12, @, a#v

< Vue|Ul.p € X [b—v][a—u] Proposition 3.4.2

< pe (V(X[b—v]) Definition 6.2.1 O

LemMma 6.2.4. Suppose X € |NomPow(P)|. Then
b#X implies (VX = (V'(ba)-X.
As a corollary, a#( "X and supp((V*X) C supp(X)\{a}.

Proof. The corollary follows by part 3 of Corollary 2.1.12 and by Theorem 2.3.2. For the first part,
we reason as follows:

N"X = ({X[a—u] | ue|U} Definition 6.2.1
=({((ba)-X)[b—u] | ue|U|} Lemma 3.4.4
="(ba)X Definition 6.2.1 O

Recall Pow, (P) from Definition 3.4.6:
THEOREM 6.2.5. If X €| Pow, (P)| then (X €| Powy (P)|.

Proof. Finite support of (**X is by Theorem 2.3.2. It remains to check conditions 1 and 2 of
Definition 3.4.6:

(1) Suppose b is fresh (so b#X) and suppose v€|U|. Using Lemma 6.2.4 suppose without loss of
generality that a#v. Then we reason as follows:
(X)) [b—v] = ﬂ“"( [b—v]) Proposition 6.2.3
=X Cond 1 of Def 3.4.6, b#X

(2) Suppose b’ is fresh (so b'#X). Then we reason as follows:

(N X)[b—=b"] = (X [b—b]) Proposition 6.2.3
= (P((¥ b)-X) Cond 2 of Def 3.4.6, b/#X
= (' b)- (N X) Theorem 2.3.2 O

COROLLARY 6.2.6. If X €| Pow, (P)| then (" X from Definition 6.2.1 is equal to N X the fresh-finite
limit in the lattice Pow,(P) ordered by subset inclusion.

Proof. By Theorem 6.2.5 (*X € |Pow,(P)|. We use Proposition 4.2.6. O
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ReEMARK 6.2.7. The proofs leading up to Corollary 6.2.6 are somewhat subtle, and it is useful to
illustrate how they work by tracing through how a similar ‘proof” fails:

By Proposition 4.2.8 N*X = A, ., X[a—n]. However it does nor follow from this that
(VX = (,ca X[a—n]. This is because Theorem 6.2.5 does not hold of ), ., X [a—n]—it is
not in Pow, (P)—and this is because Proposition 6.2.3 fails, which is because Lemma 6.2.2 fails.

That is, if we replace every Yue|U| in Lemma 6.2.2 with Yn€A, then Lemma 6.2.2 no longer
works (and this is because A is not closed under applying substitutions [a—u], whereas U is).

6.3. Equality in the o-powerset

We have seen how to interpret conjunction, union, negation, truth, false, and quantification in the
o-powerset of an o-algebra. Now we show that we can also interpret equality.
Suppose P = (|P|, -, U, amgis, ) is an exact v-algebra (Definition 3.3.2) over a termlike o-algebra

DEFINITION 6.3.1. If u, v€|U| then define (u="v) C |P| by

(u="v) = {pe|P| | Ve.(plutc] = plvec))}.

ReEMARK 6.3.2. Some motivation for Definition 6.3.1: Suppose X is a o-algebra over U (Defini-
tion 3.1.5) and suppose just for this remark that P = Pow(X) (Definition 3.2.4). Recall from
Proposition 3.3.3 that P is indeed exact.

Suppose p € (u="v), meaning by Definition 6.3.1 that Wc.(p[u<-c] = p[v<c]). Using Proposi-
tion 3.2.2 plus—c] = plv<—c] when z[c—u] € p < z[e—v] € p for every x€|X|. Thus

pew="v) < WeVzeX.(z[c—u] € p & z[c—v] € p).

Intuitively this means p cannot discern any difference between u and v. This is in the spirit of Leibnitz
equality; two things that equal when they are indiscernible.
More discussion is in Appendix B.

REMARK 6.3.3. It is not necessarily the case that supp(u)Usupp(v) C supp(u="v). For instance,
if P has the trivial o-action that p[u<-a] = p for all u and a (for instance, take |P| = {x} the
one-element set) then (a="b) = |P|, which has support @.

Lemma 6.3.4 is where we really use the exactness property of P (Definition 3.3.2):

LemMa 6.3.4. (u1="us)[a—v] = ((u1[a—v])=" (us[av])).

Proof. We reason as follows, where we write v} = (a’ a)-u; and u, = (a’ a)-uq for brevity:

pE(ur="us)[a—v] & Na’'. plva’] € (u)="ub) Prop 3.4.2
< N, e. plua’][uf <—c] = plua’][uh ] Def 6.3.1
= Vla’,c.p[ul[a’r—w}(—ic} [v=a'] = plub[a’—v]c][vead] (vo), cv
< WNd', c. p[uf [0’ —v]<c] = plubla’—v]«=d] Exactness
< We. pluy [al—>v]<—|c] = pluz[a—v]<c] (oa), a'#uy, ug
& p € ((ur[a—v]))="uz[a—v]) Def 6.3.1

U
PrOPOSITION 6.3.5. Suppose u, ve|U|. Then:

(1) If a#u, v then (u="v)[a—w] = (u="0).
(2) Ifb#tu, v then (u="v)[a—b] = (a b)-(u="0).

As a corollary, (u="v)€|Pow, (P)|.

Proof. The first part is from Lemma 6.3.4 and (o#). The second part is from Lemmas 6.3.4 and 3.1.10
and Theorem 2.3.2.
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For the corollary, finite support is from Theorem 2.3.2 and conditions 1 and 2 of Definition 3.4.6
are just the first two parts of this result. O
LemMA 6.3.6. Suppose u, v, we|U| and suppose b#u,v. Then
(u="v)[a—w] = ((b a)-u=" (b a)-v)[b—v].
Proof. From Lemma 6.3.4 and (c«) (a direct proof by Lemma 3.4.4 is also possible). O
CoRrOLLARY 6.3.7. p € (u="v) if and only if p € (a="b)[a>u, b—v].

Proof. Using Lemma 6.3.6 we may assume without loss of generality that a,b#u,v so that
(a="b)[ar>u, b—v] = (a="b)[a—>u][b—v]. It follows by Lemma 6.3.4 that (a="b)[ar>u, b—v] =
(u="v). O

A converse to Proposition 6.3.8 is valid for a specific model; see Proposition 7.3.7.
ProposITION 6.3.8. Suppose X €| Pow, (P)| and u,ve|U|. Then:
€)) (u— u) = |P|.
2 (u="v) N (X[a—u]) = (u="v) N (X [arv]).

Proof. Part 1 follows from the fact that p[u<—c] = plu<—c| for every p and every c.

For part 2, using condition 2 of Definition 3.4.6 to rename if necessary, suppose a#u,v. By
Definition 6.3.1 p € (u="v) means Wa.p[usa] = p[v<a]. Using Proposition 3.4.2 and part 2 of
Proposition 6.3.5 and part 2 of Lemma 6.1.1 we have

p € (u="v) N (X[a—u]) & Wa.(plusa] = p[vea) A plusa] € X)
& Wa. (plua)] = plva) A plvsa] € X)
& p e (u="v) N (X[a—)). O

THEOREM 6.3.9. If P is an exact v-algebra then (a="b) from Definition 6.3.1 is an equality in
Powy (P) in the sense of Definition 4.3.1.

Proof. By Proposition 6.3.5 (a="b) is in Pow,(P), and (a="b) is an equality by Corollary 6.3.7
and Proposition 6.3.8. O
6.4. Interpreting first-order logic in the o-powerset

We can now prove Theorem 6.4.1:

THEOREM 6.4.1. Suppose P is an v-algebra over a termlike o-algebra U. Then Pow,(P) is a FOL
algebra if we define the following:

[L] =2
[oAd] = o] N [¢]
[-0] = 2]\ [4]

Va.¢] = (“[4] (Def6.2.1)
Ifin addition P is exact (Definition 3.3.2) then Pow,(P) is a FOLeq algebra if we define the following:
[a=b] = {p | Wc.(plasc] = p[b<=c])}

Proof. — The Boolean structure (L, A, and =) is treated in Proposition 6.1.3.

— The o-action ([a—u]) is compatible by Lemma 6.1.1 and Proposition 6.2.3.

— We observe by Lemma 4.2.3(2) that the o-action is monotone, and by Theorem 6.2.5 that ("X €
| Pow, (P)|. We combine these observations with Definition 6.2.1 and Proposition 4.2.6 to conclude
that the fresh-finite limit A X exists in Pow, (P).

— Equality (=) is treated in Theorem 6.3.9. O
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REMARK 6.4.2. For the reader’s convenience we assemble the maths so far by unpacking what
Definitions 5.2.2 and 5.2.7 mean:

— Definition 5.2.2.  Given a signature (X, II, ar) an interpretation maps each f € 3 with arity n
to an equivariant function f’ : @™ A=U and each P € II with arity n to an equivariant function
P?: @™ A=-Pow, (P) (®™ is from Definition 5.2.1).

— Definition 5.2.7. The interpretation extends as follows:

[a] = atmy(a) Def 3.1.1
If(ri,...,m)] =f(a1,...,an)[ar—=[r], - .., an—=[ra]] Defs 5.2.5 & 5.2.7
Ll=2 Prop 6.1.3
[r=s] = {p | Vie.(p|[[r]<+—c] = pl[s]<c])} Def 6.3.1
[P(ri,...,rn)] =P (a1,...,an)[ar—=]r1]s - - . an—=[rn] Defs 5.2.5 & 5.2.7
[onv] = [¢] N [l Prop 6.1.3
29l = 1P\ [4] Prop 6.1.3
Vo6 = P[] = Nuepy [Allo—a) Def 6.2,

Recall also that atmy(a) comes from Definition 3.1.1, and where U is assumed we will usually
write it just as a.

— Theorem 5.2.13. From Theorem 6.4.1 we conclude that if ¢1,...,¢, F 91, ..
the definitions above, (1, [¢:] € U, [¥;]-

, Y then with

7. COMPLETENESS

We now set about proving Theorem 7.3.10, which states that if [® - U] is true in every interpretation
in every FOLeq algebra, then indeed ® I W is derivable in first-order logic. The proof follows the
general outline that the reader familiar with such proofs might expect: we build a notion of point out
of maximal consistent sets of predicates (Definition 7.2.2), map ¢ to a set of points (Definition 7.3.1),
show that every consistent ¢ is contained in some point, note that ¢» maps precisely to the set of points
containing ¢, and then use that to prove completeness.

The main results are Theorems 7.1.20, 7.3.6 and 7.3.10.

The constructions are subtle:

(1) We have more structure than usual: points form not just a set but an o-algebra, and sets of points
form not just a set but a o-algebra, and not just a lattice but a lattice with fresh-finite limits and
equality. This means more properties to verify, and so more proofs.

(2) We are used to seeing valuations being used to build the final semantics; not so here. The semantics,
as discussed in the Introduction, is absolute. This requires a certain change of perspective.

(3) We cannot directly use Zorn’s lemma and need to use a carefully designed increasing chain of
filter-ideal pairs, and indeed, the definitions of filter and ideal also require careful design.

Detailed exposition follows below; see in particular Remarks 7.1.2, 7.1.10, and 7.1.21, and also
Remark 7.3.8.

An argument is possible that the proofs that follow are the real proof, and the usual development is
a projection of that proof to a Zermelo-Fraenkel sets (ZF) universe. This is reasonable, since ZF is
consistent if and only if FM is, but the ZF construction is not optimal, since FOL syntax interrogates
the models just for fresh-finite limits and equality, that is, for T, A, Va, and =—which is precisely
the structure that FOLeq algebras provide using nominal sets.
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7.1. Filters and points

7.1.1. Filters. Recall predicates ¢ from Definition 5.1.1 and the entailment relation ® F ¢ from
Figure 2:

DerintTION 7.1.1. A filter is a nonempty set p of predicates (which need not have finite support)
such that:

(1) L & p (we call p consistent).

(2) If ¢ € pand ¢ - ¢’ then ¢’ € p (we call p deductively closed).
(3) If ¢ € pand ¢’ € pthen pAQ’ € p.

4) IfNb.(ba)-¢ € pthenVa.¢ € p.

ReEMARK 7.1.2. p above need not have finite support. This means that in Definition 7.1.1 it is not the
case that Wb.(b a)-¢ € p if and only if =W1b.(b a)-¢ & p. The ‘standard’ equivalent decompositions
of U into ‘V+freshness’ and ‘J+freshness’ (Theorem 2.17 of [ ], Theorem 6.5 of [ ], or
Theorem 9.4.6 of [ ]) might not work with respect to p. However, x in Definition 7.1.1 is still
assumed to have finite support, and that gives us all we need.

This is why o-algebras (Definition 3.1.6) are not assumed to be nominal sets, but are only assumed
to be sets with a permutation action—and why o-algebras (Definition 3.1.5) are assumed to be
nominal sets.

More discussion of the support of p in Remark 7.1.10.

Ideals are dual to filters; Definition 7.1.3 is standard:

DeriniTION 7.1.3. An ideal is a nonempty set Z of predicates (which need not have finite support)
such that:

) Tez.
(2) If p € Z and ¢' < 1 then )’ € Z (we call Z down-closed).
(3) Ifyp € Z and v’ € Z then YV’ € Z.

REMARK 7.1.4. Definition 7.1.3 is not a perfect dual to Definition 7.1.1: we do not have a fourth
condition corresponding to condition 4 of Definition 7.1.1.
This is deliberate and will be important; see Remark 7.1.21.

DerintTION 7.1.5. If ¢ is a predicate then define ¢1 and ¢J by

pr={¢loH¢&  and Sl ={S[H o)
LemMA 7.1.6. If ¢ I/ L then ¢ from Definition 7.1.5 is a filter and ¢, is an ideal.

Proof. Tt is routine to verify conditions | to 3 of Definition 7.1.1. We now consider condition 4.
Suppose ¢ - (b a)-£ for all but finitely many b. We take one particular b#¢, £ and conclude using
(VR) that ¢ F Va.£. The case of ¢/ is no harder. O

7.1.2. On universal quantification in filters. Lemma 7.1.7 is needed for Proposition 7.1.8. It is a fact
of syntax related to Lemma 3.1.10."

Lemma 7.1.7. Suppose ¢ is a predicate and suppose b is fresh (so b#). Then ¢la—b] is a-equivalent
to (b a)-¢.

Sketch proof. The substitution [a—b] in ¢[ar—b] is the standard capture-avoiding substitution on the
syntax of the predicate ¢, from Definition 5.1.1. The permutation (b a)-¢ is the permutation acting on
the syntax of ¢. But when we write ‘b fresh’, what exactly do we mean; fresh for what? For ¢? For the
a-equivalence class of ¢? Or are we using the V-quantifier? In fact, all of these are equivalent. The

191t would be easy to hide this with a bit of hand-waving. However, in the context of nominal techniques, we give it its own
result and indicate the issues involved.
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interested reader can find the key technical devices for a slick proof in [ , Section 5], notably in
Lemma 5.16.

ProposiTioN 7.1.8. Suppose p is a filter and a is an atom. Then:

(1) The following conditions are equivalent (below, n ranges over all atoms, including a):
Yapep & VYugla—mulep <& VneAgla—nlcp & Wb(ba)pep
(2) If furthermore p is finitely supported and a#p then the following conditions are equivalent:
Vapep < o¢Ep

Proof. First we prove part 1. Suppose Va.¢ € p. By (VL) from Figure 2 and condition 2 of Defini-
tion 7.1.1 also ¢p[a—u] € p for every term w. It follows in particular that ¢[ar—n] € p for every atom
(i.e. variable symbol) n. It follows that ¢[ar—b] € p for all b#¢ so by Lemma 7.1.7 also Ub.(ba)-¢ € p.
Finally if U1b.(b a)-¢ € p then by condition 4 of Definition 7.1.1 also Va.¢ € p.

Part 2 follows from part 1 using Theorem 2.3.8. O

It will be useful to have Notation 7.1.9:

NortaTion 7.1.9. Call a filter p an ultrafilter when for every ¢, precisely one of ¢ € p and ~¢ € p
holds.

Remark 7.1.10. Proposition 7.1.8 has some interesting ramifications which relate back to Re-
mark 7.1.2.

We will shortly see how to construct ultrafilters (which are also maximally consistent sets of predi-
cates) in Subsections 7.1.5 and 7.1.6, and organise them into an o-algebra of points in Subsection 7.2
(see in particular Proposition 7.2.3). We will use this to prove completeness in Subsection 7.3.

Proposition 7.1.8 lets us make some interesting observations about what these ultrafilters look like.
It is not hard to prove that if an ultrafilter p has finite support then by Proposition 7.1.8 for any a#p
and ¢,

Vapep & oep < Jagpep
where Ja.¢ is shorthand for ~(Va.—¢), and so for any a (even if it is not fresh for p) and ¢,

((Va.¢) & Ja.¢) € p.

So a finitely supported ultrafilter ‘believes’ that V = 3, and so ‘believes’ that quantification is
trivial. Quantification motivates this paper, so a finitely supported ultrafilter is for us degenerate and
uninteresting.

In that sense Proposition 7.1.8 implies that ultrafilters must have infinite support—at least, the
ones we care about must have this property.

Ultrafilters are dual to predicates in the sense of duality theory; the dual notion to ‘must have finite
support’ (like predicates and open sets) is evidently ‘must not have finite support’ (like ultrafilters).”"

Informally this seems reasonable—but to some extent, Proposition 7.1.8 makes it formal.

7.1.3. Growing filters. It will be useful to make larger filters out of smaller filters:
DerintTION 7.1.11. Suppose p is a set of predicates and 1) is a predicate. Then define:
pHY ={{ | oAV &, ¢ € p}
Lemma 7.1.12. Suppose p is a finitely supported filter and suppose 1 is a predicate. Then:

—p C p+h.
— ) € pt+ab.

20Note that as discussed above, the story is more subtle than that. Ultrafilters can have finite support; it is just that the finitely
supported ultrafilters represent worlds in which quantification is not interesting. More work could be done to make this
discussion fully formal.
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— p+ is closed under conditions 2 to 4 of Definition 7.1.1.
As a corollary, if Z is an ideal and p+y N Z = & then p+vy is a filter.

Proof. The corollary follows from the body of this result because since from condition 2 of Defini-
tion7.1.3 L € Z,s0T &p.

We now consider the body of this result. It is clear from the construction that p C p+1 and
1 € p+1. We now check that p+1 satisfies conditions 2 to 4 of Definition 7.1.1:

2) If€ € p+p and £+ &' then )’ € p+1p. By construction.

(B) If€ € p+yp and &' € p+ip then ENE' € p+ip.  Suppose pAY) = € and ¢’ Ay - & for ¢, ¢’ € p.
Then by condition 3 of Definition 7.1.1 pA@’ € p, and it is a fact that (pAP')AY - ENE'.

4) IfNb.((ba)-€ € p+ip) thenVa.€ € p+1p.  Suppose for cofinitely many b there exists a ¢, € p
such that gAY - (b a)-£. Then there certainly exists some b such that b#1), £, p and ¢pAY -
(b a)-£. Note by Proposition 7.1.8(2) that also Vb.¢, € p.
We apply Vb to both sides and we conclude that

(Vb.gop)AY EVb.(ba)-£ =Va.k.

By Lemma 4.1.9 and condition 2 of Definition 7.1.1 we conclude that Va.£ € p+1 as required.

O

7.1.4. Growing ideals. It will be useful to make larger ideals out of smaller ideals:
DEerintTION 7.1.13. Suppose Z and Y are sets of predicates. Then define Z+Y by

Z4Y ={¢ | 3¢€Z,neN, ¢y, ..., Y, €Y. <EVV... Vi, }.

Lemma 7.1.14 is a version of Lemma 7.1.12 for ideals. It is the simpler result, because Defini-
tion 7.1.3 has nothing corresponding to condition 2 of Definition 7.1.1:

Lemma 7.1.14. Suppose Z is an ideal and Y is some set of predicates. Then:

—ZCZ4+Y andY C Z+Y.
— Z+Y is closed under conditions 2 and 3 of Definition 7.1.3 (so that if T & Z+Y then it is an
ideal).

Proof. By routine calculations. O

7.1.5. Prime filters and ultrafilters

DEeFINITION 7.1.15.— Call a filter p prime when ¢1V ¢, € p implies either ¢ € p or ¢ € p.

— Suppose p is a filter and Z is an ideal. Call p maximal with respect to Z when pNZ = & and for
every filter p’ with p'NZ = @, if p C p' thenp = p'.

— Call p maximal when it is maximal with respect to the ideal {_L}.
We will use the terms prime filter and point synonymously henceforth (see also Definition 7.2.2).
Lemma 7.1.16 is standard, but we still check carefully that being ‘nominal’ does not interfere with

the classical propositional structure; it all works. We need the result for Theorem 7.3.6:

LemmMma 7.1.16. A filter p is prime if and only if it is an ultrafilter (Notation 7.1.9).

Proof. Suppose p is prime. We note that (£V—¢) < T so by condition 2 of Definition 7.1.1 and
non-emptiness of p, EV—¢ € p (we use the conditions of Definition 7.1.1 silently henceforth). By
primeness of p, at least one of £ € p and =¢ € p holds. Similarly ((A¢) < L so that (EAE) € p.
It follows that precisely one of £ € p and =¢ € p holds, so that p is an ultrafilter.

Conversely suppose p is an ultrafilter and suppose £VE' € pand yet £ € p and £ ¢ p. Then
—éN-E" € p, so that L € p, a contradiction. O

ProposiTION 7.1.17. Suppose p is a filter and Z is an ideal. If p is a maximal filter with respect to Z
then it is prime.
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Proof. Suppose Y1V € p and ¥1,15 ¢ p. By Lemma 7.1.12 and maximality we have that
p+i1 N Z # & and p+yo N Z # . It follows that there exist ¢, ¢ € p with ¢1AY; € Z and
®2A\ps € Z. By condition 3 of Definition 7.1.3

(O1AU)V (P2A2) € Z.
Now we rearrange the left-hand side to deduce that
¢ = (¢1VP2)A(D1Vh2)A(h1VP2)A(11Vi)s) € Z.

We now note that p1V@s € p (since ¢1 € p, and indeed also ¢o € p) and @1 V2 € p (since ¢ € p)
and Y1Vgo € p (since ¢o € p) and Y1 Vipe € p by assumption. But then € p, so that by condition 2
of Definition 7.1.1 { € pNZ, a contradiction. O

Lemma 7.1.18 is a technical result which will be useful for proving Theorem 7.1.20:
Lemma 7.1.18. Suppose

— p is a finitely supported filter and Z is an ideal, and suppose
—1 € p+Vayp and pNZ = @.

WriteY = {(ba)¢ | b € A\ (supp(p)Usupp(vp) U {a})}. Then:

() pN(Z+Y) = @.

(2) As a corollary, Z+Y is an ideal (and by part 1 is disjoint from p).

Proof. Suppose L € p+Va.y) and pNZ = @ and p N (Z+Y) # &. We note the following:

— Since pN(Z+Y') # @, there exist by, ..., b, #p, ¥ and £€Z with £V (b a)- ¥V ...V (b, a)-¥ € p.
—Since L € p+Va.y there exists ¢pep with - pAVa.ip < L.
By Proposition 7.1.8(2) (since by, ..., b, #p) Vby ... Vb, .¢ € p, and we see that we may assume
without loss of generality that by, . .., b, #¢.
— Since pNZ = & we have Vo' ep, '€ Z. (' A'=1).

By condition 3 of Definition 7.1.1
A&V (b1 a) PV ... V(by a)-y) € p
and therefore by distributivity (Definition 4.4.1)

(PAV(OA(b1 a) YV ...V (¢A(by a)-¥) (@A (b1 a)-Y)V ... V(¢A(bn a)-1)) € p.
By assumption by, . . ., b, #p so by Proposition 7.1.8(2) we deduce that
Vb ... by ((9A(b1 @) )V ... V(¢A(by a)-¥)) € p.

Recall that by assumption by, . . ., b, #¢, 1; by properties of first-order logic (including a-equivalence
and distributivity) we conclude that

¢AVa.yp € p andsothat L1 € p.

pAE=L

This contradicts condition 1 of Definition 7.1.1.
For the corollary, it follows from condition 2 of Definition 7.1.1 that T € psothat T ¢ Z+Y. We
use Lemma 7.1.14. O
7.1.6. The Zorn argument

Lemma 7.1.19. If Z1 C Zy C Zs C ... is an ascending chain of ideals then Ul Z; is an ideal.
Proof. By standard calculations on the three conditions of Definition 7.1.3. O

A version of Lemma 7.1.19 for filters does not hold, because condition 4 of Definition 7.1.1 is
not closed under ascending chains of filters. We can still make a Zorn-like argument (for a carefully
selected chain) to prove the existence of maximal filters:
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THeEOREM 7.1.20. Suppose p is a finitely supported filter and Z is a finitely supported ideal and
suppose p N Z = &. Then there exists a prime filter qwithp C qand qN Z = @.
As corollaries:

— If ¢ 1/ 2 then there exists a prime filter q such that ¢ € q and ) & q.
—If o t/ L then there exists a prime filter q such that ¢ € q.

Proof. The corollaries follow by considering ¢1 and 1| (see Definition 7.1.5 and Lemma 7.1.6). We
now consider the main part of this result.

Write Predicates for the set of all predicates from Definition 5.1.1. Enumerate A x Predicates as
a list of pairs (a;, ¢;);cn; by assumption in Definition 2.1.1 atoms are countable, and by construction
so are predicates, so we can do this.

We define a sequence of (by Theorem 2.3.2) finitely supported disjoint filter-ideal pairs (p;, Z;):en
as follows:

(1) (po, Zo) = (p, Z). By assumptionpN Z = &.
(2) Suppose i>1 and p;.1+Va,.¢; N Z;1 = &. Then take

(i, Zi) = (pia+tVai.bi, Zi1).

It follows from Lemma 7.1.12 that p; is a filter and from Theorem 2.3.2 that it is finitely supported.
(3) Suppose i>1 and p;.1+Va;.¢; N Z; 1 # &. Then take

Y ={(ba;)¢; | beA\ (supp(pi1)Usupp(¢;)I{a;})} and
(pi, Zi) = (Pi1, Zia +Y).
It follows from Lemma 7.1.18 that Z; is an ideal and p; N Z; = &.

We can note the following:

— We note that p C |J,p; and Z C |J; Z;. Since we took (po, Zy) = (p,Z) and assumed
pNZ =a.

— We note that | J, p; is disjoint from | J, Z; and thus from Z. By construction.

— We note that | J, Z; is an ideal. This is Lemma 7.1.19.

— We note that | J, p; is afilter.  Conditions 1 to 3 of Definition 7.1.1 are routine. To check condition 4,
suppose Wb.(b a)-¢ € |J, pi; we need to prove Va.¢p € J, p;. So let j be that index in the
enumeration above such that (a, ¢) = (a;, ¢;). At stage j, when we built (p;, Z;), there were two
possibilities:

—If pj1+Va.¢ N Z = @ then we must have put Va.¢ into p;, so that Va.¢ € |, p; and we are
done.

—If pj+Va.¢ N Z # & then we must have put (b a)-¢ into Z; for cofinitely many b, so that
Wb.(ba)-¢ € U; Zi.
But this is impossible because we assumed that cofinitely many (b a)-¢ were in | J, p;, which is
disjoint from | J; Z;.

— We note that | J, p; is a maximal filter disjoint from the ideal | J; Z;. ~Consider any ¢ and choose
some fresh a (so a#¢). Note that - Va.¢ < ¢.

Let j be that index in the enumeration above such that (a,¢) = (a;, ¢;). It follows from the
structure of the algorithm above that precisely one of ¢ € p; or ¢ € Z; will hold. Maximality
follows.

Therefore by Proposition 7.1.17 | J, p; is a prime filter, and by construction p C |J, p; and (|, pi) N
7 =a. O

ReEMARK 7.1.21. The proof of Theorem 7.1.20 is unusual in that we consider a chain of filter-ideal
pairs instead of a chain of filters.

The reasons for this may not be obvious. Why bother? When we add Y to Z; 1, why not add
Y’ ={-¢ | ¢ € Y} to p;1 instead? After all, we have negation.
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However if we do this then the set we might write as p+Y” would fail to be a filter, because it
would contain (b a)-—¢ for cofinitely many b, but not Va.—¢. Furthermore we cannot just add Va.—¢
because we may not want this to be in p—what we want is subtly different: that (b a)-¢ not be added
for cofinitely many b ‘by accident’ at later stages (possibly infinitely many later stages).

Thus the asymmetry between Definitions 7.1.1 and 7.1.3, that Definition 7.1.1 has a condition for
V (condition 4) whereas Definition 7.1.3 does not, is a useful part of the design.

Perhaps we should write about strong filters and ideals which satisfy a V/3-condition, and weak
ones which need not. In that terminology, we can note the interesting fact that our proof of the
existence of maximal strong filters / ideals requires us to consider also weak ideals / filters.

7.2. The amgis-action on (prime) filters

Recall from Definition 3.2.1 the pointwise o-action p[us—a] = {x | z[a—u] € p}. In this subsection
we check that this preserves the property of being a (prime) filter (Definitions 7.1.1 and 7.1.15) of
predicates (so p is a set of predicates and v in the o-action is a term from Definition 5.1.1).

The work of this subsection happens in Lemma 7.2.1; Proposition 7.2.3 then puts the result in a
some nice packaging.

LemmA 7.2.1. If p is a filter then so is p[u<—a)]. Furthermore, if p is prime then so is plu<al).
Proof. We check the conditions in Definition 7.1.1. We use Proposition 3.2.2 without comment:

— 1 ¢ plusa).  Since it is a fact of syntax that L[a—u] = L. We use condition 1 of Defini-
tion 7.1.1.

— Ifpeplucal and ¢ b @' then ¢’ €plu<al. If ¢ b ¢’ thenitis afact of first-order logic derivability
that also ¢p[a—u] - ¢'[a—u]. We use condition 2 of Definition 7.1.1.

— If peplusal and ¢’ Eplus—al then pAQ' € plusal. Ttis a fact of syntax that (¢AP') [a—u] =
¢la—u]A(¢'[a—u]). We use condition 3 of Definition 7.1.1.

—If NV (V' b)-¢ € plusa]) then Vb.¢ € plusal. Choose some fresh ¢ (so c#z, u). By Corol-
lary 2.1.12 (b’ ¢)-(¢ b)-¢ = (V' b)-¢ and by (Va) also Vb.¢p = Vc.(c b)-¢. Thus, we may assume
without loss of generality that b#u.

Now suppose ((b' b)-¢)[a—u] € p for all but finitely many b'; so suppose b’#u. By Corollary 2.1.12
(V) b)u = u, so that (b b)-(¢[a—wu]) € p for all but finitely many &’. By condition 4 of Defini-
tion 7.1.1 Vb.(¢[a—u]) € p and since b#u it follows that (Vb.¢)[a—u] € p.

Now suppose p is prime and suppose (1 Vabs)[a—u] € p. Then ¥y [a—u]V (2[a—u]) € p, so that
either ¢4 [a—u] € p or Yo[a—u] € p. O

Recall from Definition 7.1.15 that we called prime filters points:

DEerintTION 7.2.2. Write Points for the o-algebra determined by prime filters and the pointwise
actions from Definition 3.2.1. That is:

— | Points| = {p | p is a prime filter}.
—mp={m¢| ¢ € p}and plua] = {¢ | pla—u] € p}.

ProrosiTioN 7.2.3. Points is indeed an o-algebra. Furthermore, Points is exact (Definition 3.3.2).

Proof. The first part is just Lemma 7.2.1 combined with Proposition 3.2.6.

We now prove exactness. Suppose Vc.plusic] = glu<c].

Consider some predicate ¢. Note that cofinitely many (all but finitely many) atoms c satisfy all of
the following properties, since cofinitely many atoms satisfy each of them, and a finite intersection of
cofinite sets is cofinite:

— plu—c] = g[u<c] (by assumption),

— c#, so that also ¢ = @[c—u] (a fact of syntax),

— ple—u] € p < ¢ € plusc] (Proposition 3.2.2), and
— ¢le—u] € ¢ & ¢ € qlusc] (Proposition 3.2.2).



41

So there exists at least one c satisfying all the above. Then
P EpE Ple—ul € pe @ € plukic] & ¢ € qlucic] & dle—u] € g & ¢ € gq. O

7.3. Proof of completeness

Recall from Definition 7.2.2 the set of points Points, which by Proposition 7.2.3 is an exact o-algebra.
Recall from Definition 3.4.6 the definition of o-powerset of an o-algebra, for example Pow, (Points),
and recall that by Theorem 6.4.1 it is a FOLeq algebra.

Recall from Example 3.1.3 and Definition 5.1.1 the syntax of terms r with real substitution r[a+t].
Then:

DEerintTION 7.3.1. Define an interpretation J (Definition 5.2.2) as follows:

— Take U to be the syntax of terms with real substitution, and f’(aq, ..., a,) = f(a1,...,ay,).
— Take L to be Pow, (Points) considered as a FOLeq algebra.
— Take P’(aq,...,a,) = {p € Points | P(ay,...,a,) € p}.

As we shall see, Definition 7.3.1 is what we need to build a complete model of first-order logic
with equality. To check this, it only remains to connect Definition 7.3.1 to the sets machinery we have
built so far, and verify what comes out the other end.

Lemma 7.3.2. If v is a term (Definition 5.1.1) then [r] = r.
Proof. An easy consequence of taking U to be syntax with substitution, and of Definition 5.2.5. [

RemaRrk 7.3.3. We do not have to specify the interpretation of equality = because it is fixed by Defini-
tion 6.3.1, just as the intepretations of L, =, A, and V are fixed. This was observed in Theorem 6.4.1.

We briefly revisit Remark 6.4.2 and simplify it using Lemma 7.3.2, to sum up how the definitions
instantiate to our case of Pow, (Points):

[L]=92
[r=s] = {p€ Points | Vic.(p[r+c] = p[s+ic])}
[oAY] = [8] N [Y] = {p€ Points | pe[¢] A pe[v]}
[=¢] = Points \ [¢] = {p€ Points | p¢[¢]}
[Va.¢] = "[¢] =N, [#l[a—r]

LemMma 7.3.4. (1) r1="ro = {p € Points | (r1=r2) € p}.
) P(r1,...,mn) = {p € Points | P(r1,...,mn) € p}.

Proof. For part 1, we prove two implications:

— Suppose (r1=r2) € p. We will show that p € (r1="r3), that is, that Vc.p[ri<=c] = p[ra<c|.
We note by Proposition 3.2.2 that for any atom c,

¢ € plri+ac] & Ple—ri] €p and ¢ € plroic] & @le—ra] € .
By assumption (r1=r3) € p so by properties of first-order logic and condition 2 of Definition 7.1.1
¢le—r1) € p ifandonly if  Ple—ra] € p.

It follows by Proposition 3.2.2 that ¢ € p[ri<ic] - ¢ < ¢ € p[rac].
Since ¢ and ¢ were arbitrary, we conclude in particular that Ve.p[r<=c] = p[rac].

— Suppose p € (r1="rz), so Uc.p[ri<ic] = p[ra<ic]. We will show that (r1=r3) € p.
Consider some ¢ such that ¢ & fa(ry) U fa(rz) and such that p[ry <—c] = p[ra<-c]. By condition 2
of Definition 7.1.1, (ry=r1) € p. Also since ¢ & fa(r1) we have that (r1=r1) = (r1=c)[c—71], s0
that (r1=c)[c—r1] € p, and by Proposition 3.2.2 (r;=c) € p[r1c|. Therefore (r1=c) € p[ra+c]
and again by Proposition 3.2.2 and our assumption that ¢ € fa(r) we conclude that (ry=r3) € p
as required.
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For part 2 we reason as follows:

P(ri,...,mn) € p e Way,...,an.Play,...,an)|a1—=r1,...,an—=r,] €D Fact of syntax
< Way,...,an.Play, ... ay) € plri<iay] ... [rp<an) Prop 3.2.2
< WNay, ... an.plricial] ... [rpan] € P(ag, ..., a,) Def 7.3.1
< Way,...;anp € P (ay,...,an)[a1—71,. .., an—Ty] Prop 3.4.2
SpeP(ry,...,m) Def 5.2.5
O

We should briefly check that Definition 7.3.1 is well-defined, in the sense that P’(a, ..., a,) from
clause 3 is indeed an element of £ from clause 2. This is routine:

Lemma 7.3.5. Continuing the notation of Definition 7.3.1, P*(a1, . .., a,) which is equal to {p €
Points | P(a1,...,an) € p}, is an element of Pow, (Points).

Proof. Finite support is from Theorem 2.3.2 since the support of P’(aq,...,a,) is bounded by
{a1,...,a,}, which is finite. It remains to check conditions 1 and 2 of Definition 3.4.6, namely:

—For fresh a (so a & {ay,...,a,}) and any term r, P'(ay, ..., a,)[a—=r] = P'(ay,. .., a,).
—For fresh b (so b ¢ {a1,...,a,}) and any atom m (so possibly m € {ai,...,an}),
P(ay,...,an)[m—r] = (bm)P(a,...,an).

For the first condition, by Proposition 3.4.2 p € P’(ay, ..., a,)[a—r] if and only if Via’.p[r<a’] €
P’(ay,...,ay,). By Definition 7.3.1 this is if and only if Va’.P(ay, ..., a,) € p[r<a’]. By Propo-
sition 3.2.2 this is if and only if Va'.P(aq,...,a,)[a’'—r] € p. It is now a fact of syntax that
Plai,...,an)[a—r] = Play, ..., an).

The second condition follows much as the first, using the fact of syntax that P(a, . .., a,)[m—b] =
(bm)-P(a,...,an). O

THEOREM 7.3.6. [¢] = {p € Points | ¢ € p}.

Proof. By induction on ¢:

— The case of L. By assumption in Definition 7.1.1 p € Points is consistent (meaning L & p).
Furthermore, [1] = @.

— The cases of ri=r9 and P(r1,...,r,). Thisis Lemma 7.3.4.

— The case of Ap.  From the inductive hypothesis and conditions 2 and 3 of Definition 7.1.1.

— The case of ~¢. By assumption p is prime (Definition 7.1.15), and it follows by Lemma 7.1.16
that =¢ € p if and only if ¢ € p. Also by assumption [-¢] = Points\[¢].

— The case of Va.¢. Combining Remark 7.3.3 with Proposition 3.4.2 p € [Va.¢] means that
WNe.plr<ic] € (c a)-[¢] for every r. By inductive hypothesis this is if and only if Vc.(c a)-¢ €
plr<c] for every r, which by Proposition 3.2.2 and a-conversion is if and only if ¢[a—r] € p for
every r. We use Proposition 7.1.8(1).

By Proposition 6.3.8 (u="u) = Points. In Proposition 7.3.7 we show that specifically for the
interpretation of Definition 7.3.1, a converse holds:

Provrosrrion 7.3.7. If (r1="ry) = Points then r1 = ro (that is, r1 and o are syntactically identical
terms).

Proof. Suppose (r1="rs) = Points and r; # ro. It is a fact of first-order logic that =(r;=r9) I/ L
(easily proved using cut-elimination and the syntax-directed nature of the derivation rules). By
Theorem 7.1.20 there exists a point p such that =(r1=ry) € p. Now by assumption p € (r;="rs), so
by Theorem 7.3.6 (r1="r3) € p. Thus L € p, a contradiction. O

Remark 7.3.8. It is worth pausing to note, informally but mathematically, why Propositions 6.3.8
and 7.3.7 are remarkable.
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We constructed Pow, (Points) by taking the o-powerset of points. The ‘nominal’ aspects of our
construction in this paper allows us to interpret T, A, and also V as three aspects of a single unifying
notion of fresh-finite limits—but let us set that aside for now.

In addition to the above, Propositions 6.3.8 and 7.3.7 make formal an idea that even if the underlying
notion of predicate did not contain an equality—in the sense of going back to Definition 5.1.1 and
erasing equality = from predicates, and going to the first-order logic sequent rules in Figure 2 and
erasing (=R) and (=L)—then even so, Pow, (Points) would still have an equality.

In summary: Pow, (Points) ‘generates’ a sets-based notion of equality, just as it ‘generates’ sets-
based notions of conjunction and universal quantification as fresh-finite limits, and negation as sets
complement.

COROLLARY 7.3.9. If ¢ I/ ) then [¢] < [¢].

Proof. Suppose ¢ I/ 1. By Theorem 7.1.20 there exists a point ¢ with ¢ & ¢ and ¢TCgq so that ¢ € q.
By Theorem 7.3.6 it follows that ¢ € [¢] and ¢ & [+/], and the result follows. O

Theorem 7.3.10 is a converse to Theorem 5.2.13:

TueoreM 7.3.10 (Completeness). If [® = U] is true for every interpretation in every FOLeq algebra,
then ® - W,

Proof. From Corollary 7.3.9. O

Cororrary 7.3.11. [¢] = Points if and only if - ¢ in FOLeq.

8. TARSKI MODELS

We recall the usual definition of model for first-oder logic, which goes back to [ ] and is based
on valuations. We will show how to lift this to a nominal model.

The main definition is Definition 8.2.1 and the main proofs are in Corollary 8.2.6 and Proposi-
tion 8.2.15.

The reader will probably be familiar with the valuation-based models and may ask: why bother
taking something familiar and translating it to something less familiar? Usually, we expect to see it
the other way around—the unfamiliar translated to the familiar.

However, we will argue in Remark 8.2.16 that the nominal semantics is more natural.

8.1. Tarski-style model of first-order logic

We briefly sketch the standard model of first-order classical logic, with valuations and without atoms.
This model is not intended to be sophisticated; we will just need that one exists.

Norartion 8.1.1. To avoid the confusion between sets and nominal sets, we may write ordinary set
for the former.

DeriniTION 8.1.2. Suppose X is an ordinary set. Write A= X for the set of functions from atoms to
X. Let ¢ range over elements of A=-X and call these valuations (to X).
If x € X then define g[a:=z] to be the function on atoms given by:
(cla:=x])(b) = <(b) for all other b

DerintTION 8.1.3. Define a permutation action on ¢ € A=-X by

(m-¢)(a) = ¢(7!(a)).
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REMARK 8.1.4. A=X is a set with a permutation action (Definition 2.1.4). It is not in general a
nominal set because it has elements without finite support.?! For our purposes that will not be a
problem.

The action from Definition 8.1.3 is a special case of the conjugation action (7-¢)(a) = 7-c(7(a))
(already mentioned in Subsection 2.2.4), where we use the trivial action m-x = z for every x € X.
This is standard; for a specifically ‘nominal’ discussion see [ , Definition 2.4.2].

Recall from Definition 5.1.1 the notion of signature (3,11, ar) of function symbols f € ¥ and
predicate symbols P € TI with their associated arities ar(f), ar(P). For the rest of this subsection fix
some signature.

DEerINITION 8.1.5. An ordinary model A = (JA],-Y) is a tuple such that:

— || is some non-empty (ordinary) underlying set.

— - assigns to each term-former f a function f : |AV|*"(Y)=|A/| and to each predicate-former P a
function P¥ : NP = {1 T}

DerintTION 8.1.6. {_L, T} is a complete Boolean algebra. We use standard definitions, such as A, —,
N\, and \/ without comment
Recall the syntax of first-order logic from Definition 5.1.1.

DerintTION 8.1.7. Define a (standard) interpretation function [-] mapping terms and predicates to
elements of || and {_L, T} (considered as a Boolean algebra) respectively, as follows:

[a] = <(a) [ (re, o) [ = ([ Y [rallY)
L]y =1 P(ro, o) 1Y = PY([r )Y, o [ral)

< . . ) < .
[=¢l) = =lol?
Theorem 8.1.8 expresses the usual soundness and completeness result for first-order logic; for
details and proofs see e.g. [ , Subsection 1.5]:
THEOREM 8.1.8. ® = W is derivable if and only if for every ordinary model N and every valuation
10 |N'| it is the case that \ ;o [¢]Y = T implies \ o [¥]Y = T.
8.2. Lifting to a FOLeq algebra
We now show how to ‘lift" a model over ordinary sets to a nominal model (Proposition 8.2.15). We
then deduce completeness for nominal Boolean algebras (Corollary 8.2.18).
8.2.1. Lifting to a sigma-algebra
DerintTiON 8.2.1. Given ordinary sets X and Y define a termlike o-algebra Tarski(X, X), and
define a o-algebra Tarski(X,Y") over Tarski(X, X) by:
Tarski (Xa X) = (| TarSki(Xa X)|7 K SUbTarski(X,Y)a atm Tarski(X,X))
Tarski(X,Y) = (| Tarski(X,Y)|, -, sub rarski(x,v))
as follows:

— | Tarski(X,Y)]| is the set of functions f from A=-X to Y such that there exists a finite set Ay C A
such that

Va€Ay.c(a) = '(a) implies f(s) = f(<) ey
(if X =Y then we obtain | Tarski(X, X)|).
— The permutation action - is defined by

(mf)(s) = f(m ).

21The finitely supported s are such that there exists a finite A C A such that for all a, b & A, s(a) = s(b); it is not worth our
while to impose this restriction, though it would do no harm to do so.
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—If f € A=Y and u € A= X define

(fla—ul)(c) = f(s[a=u(s)]).
—If X =Y then define atm 7,1 x, x) (@) (<) = <(a).

NoTATION 8.2.2. atm 74,515 x, x) (@) is a bit of a mouthful so we may just write it as a. It will always
be clear whether we mean ‘a € A’ or ‘a € Tarski(X, X)’.

Lemma 8.2.3. (| Tarski(X,Y)|, -) from Definition 8.2.1 is indeed a nominal set (Definition 2.1.5).

Proof. 1t is routine to verify that the permutation action is a group action. It remains to check finite
support.

Iéll)lppose m(a) = a for every a € Ay where Ay is the finite set of atoms whose existence for
each f is assumed in Definition 8.2.1. By Definition 8.2.1 (- f)(s) = f(n!-c). By Definition 8.1.3
(m1¢)(a) = ¢(m(a)). Now by assumption s(a) = ¢(7(a)) forevery a € Ay. Therefore, (771-¢)(a) =
s(a) forevery a € Ay, and so f(s) = f(n '), and so (7 f)(s) = f(s). Thus, f has finite support
(and is supported by Ay). O

Lemma 8.2.4. Suppose f € | Tarski(X,Y)|. Then Yac supp(f).s(a)=s"(a) implies f(s) = f(<).

Proof. Tt suffices to show that if a € A¢\supp(f)and x € X then f(s[a:=z]) = f(<). Choose fresh
b(sob & Ay). By part 1 of Corollary 2.1.12 (b a)-f = f, since a, b & supp(f). We reason as follows:
=1

f(sla=a]) "E f(slar=a]br=s(a)]) " ET f(slb=al) "= £() 0

ReEMARK 8.2.5. Lemma 8.2.4 does not follow from Lemma 8.2.3: to see this, take X=Y'={0,1} and
f(s) = min{s(a) | acA}. Then by Theorem 2.3.2 supp(f)= so that Va€supp(f).c(a)=¢"(a) for
any ¢ and ¢’, yet f(<) # f(¢') where ¢ = Aa€A.0 and ¢’ = Aa€cA.1.

What makes Lemma 8.2.4 work is the interaction of support with condition (1) of Definition 8.2.1.

CoroLLARY 8.2.6. Tarski(X, X) is indeed a termlike o-algebra, and Tarski(X,Y) is a o-algebra
over Tarski(X, X).

Proof. By Definitions 3.1.1 and 8.2.1 and see that we need to check equivariance and the (o*) axioms
from Figure 1. This is routine:

— Rule (oa) (only for Tarski(X, X)). Unpacking definitions, a[a—u)(s) = ¢la:=u(s)](a) = u(s).

— Rule (cid). Again we unpack definitions: f[a—a](s) = f(s[a:i=c(a)]) = f(<).

— Rule (o#). Using Lemma 8.2.4.

—Rule (oa). Suppose f € Tarski(X,Y) and b#f, and v € Tarski(X,X). Then

fla—ul(s) = f(s[a:=u(s)]). Also, unpacking Definitions 8.1.3 and 8.2.1 ((b a)-f)[b—u] =

f(s[a:=u(s)][b:=¢(a)]). We use Lemma 8.2.4.

— Rule (o0). Suppose f € Tarski(X,Y) and u,v € Tarski(X,X) and a#v. We just unpack
definitions:

flamsufbsolc) =

flo—=v][a—ulb—v]] () =v(

DI[b:=v(sla:=u(s[b:=v(<))])])
SDIb:=v(<)])

The final step is valid using Lemma 8.2.4 since a#v. (There are two symbols here: — and :=.

fla—u] is “ f with w substituted for a” from Definition 8.2.1, and ¢[a:=u(s)] is ‘s with a maps to
u(s)’ from Definition 8.1.2.)
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8.2.2. Interlude: more on limits in nominal posets. For this subsection, fix a nominal poset £
(Definition 4.1.1).

It is useful to continue and extend the maths from Subsection 4.1. Recall from Notation 2.1.3 the
definition of fiz:

DeriNITION 8.2.7. Following [ : ] define %' by

xﬁa ={mzx |7 € fir(supp(z)\{a})}.
={z}U{(ba)x | bt}

Write A xﬁa for the <-greatest lower bound of xﬁa, if this exists.
Lemma 8.2.8 is related to Lemma 3.1.11 and Proposition 8.2.9 is related to Propositions 4.2.6
and 4.2.8:

LemMma 8.2.8. a#tz®)'.

Proof. We note by the pointwise action that 7/-z% = {(x’ o 7).z | 7 € fiz(supp(z)\{a})}. We
choose a fresh b (so b#z, that is, bZ supp(x)) and use Corollary 2.1.12(3) and routine calculations. [

ProposITION 8.2.9. Suppose a€A and x€|L|. Then:

(1) If Nz exists then so does \ z%', and they are equal.

(2) Suppose L has a monotone o-action (Definition 4.2.1). Then if )\ xﬁa exists, then so does Nz,
and they are equal.

Proof. (1) By Definition 4.1.1 Nz < z and a#/\'"z. It follows by equivariance of < and Corol-
lary 2.1.12 that @ < 7z for every 7 € fiz(supp(z)\{a}). Therefore Nz is a lower bound
for xﬁa.
Now consider z some other lower bound for %', so that Vre fiz:(supp(x)\{a}).z < 7-x. Choose
fresh b (so b#x, 2); by Theorem 2.3.2 N’(b a)-z exists (and by Lemma 4.1.9 it is equal to
Nz). It follows by equivariance of < and Corollary 2.1.12 (since a, b#z) that z < (b a)-z so
2 < N(ba)a "2 Noa,

(2) By Lemma 8.2.8 and Theorem 2.3.2 a# A\ 29 so A 2%’ is an a#lower bound for z.

Consider any other z such that z < z and a#z. By (o#) z[a—n] = z for every n€A. By
monotonicity z = z[a—n| < z[a—n] for every nc€A. It follows using Lemma 3.1.10 that
z< Ny O

ReEmARK 8.2.10. We have seen multiple characterisations of quantification:

— Fresh-finite limits from Notation 4.1.3.
— Limits of permutation orbits, above in Proposition 8.2.9.
— Limits of substitution instances (if there is a monotone o-action), from Propositions 4.2.6 and 4.2.8.

Note of Proposition 8.2.9 that we only need atom-for-atom substitution (what this author calls a
renaming action) in the proof.

DeFiNiTION 8.2.11. Call a nominal poset £ = (|£[, -, <) nominally complete when every finitely
supported subset X' C |£]| has a greatest lower bound.
In another terminology: £ is nominally complete when it has limits of finitely supported diagrams.

ProposiTioN 8.2.12. If L is nominally complete and has a monotone o-action, then it is finitely
fresh-complete (Definition 4.1.1).
In other words: having finitely supported limits and substitution implies having fresh-finite limits.>

22The reverse implication does not hold; having finitely supported limits and substitution is a far stronger condition.



47

Proof. We use Proposition 4.1.5. By Theorem 2.3.2 @C|£| and {z,y}C|L| and 2% are finitely

supported. By Proposition 8.2.9 the a#limit Nz exists in £ if and only if the limit of xﬁa does. The
result follows. O

8.2.3. Lifting the logical structure
DerintTION 8.2.13. Suppose f/, f € | Tarski(X, {L, T})|. Write f* < f when ¥s.f' () < f(s).
LemMma 8.2.14. With the partial order f' < f of Definition 8.2.13, the o-action from Definition 8.2.1

is monotone.

Proof. Suppose f' < fandu € |Tarski(X, X)| and ¢ € A=X. We reason as follows:

)
(f'la—u))(s) = f'(s|la:=u(s)]) Definition 8.2.1
< f(sla:=u(s)]  Definition 8.2.13 f' < f
= (fla—u])(s)  Definition 8.2.1 O

Provrosrrion 8.2.15. (| Tarski(X,{L, T})|, -, <) is nominally complete, complemented, and has a
compatible o-action and an equality.
As a corollary, (| Tarski(X,{L, T})|,-, <) is also a FOLeq algebra (Definition 4.4.3).

Proof. The greatest lower bound of a finitely supported set X C |Tarski(X,{L, T})|, and the
complement of f€|Tarski(X,{L, T})|, are defined pointwise by

A=A ) and  (=1)) =~(f(s)

fex

Equality is defined by

1w (Q) # ua(s).

Checking that the o-action is compatible and that the definitions above are correct, is routine.
By Lemma 4.2.3(2) the o-action is monotone. The corollary follows by Proposition 8.2.12. [

(g = TorskiC AL TH 0y (o) = {T u1(S) = us(s)

ReMARK 8.2.16. By Proposition 8.2.15 every Tarski-style model is a FOLeq algebra. However, not
every FOLeq algebra is a Tarski-style model, because by Proposition 8.2.15 Tarski-style models have
limits for all, possibly infinite, finitely supported subsets.

In FOLeq algebras the notion of completeness used is fresh-finite completeness (Subsection 4.1);
a concept which is natural to express in a nominal universe. This makes FOLeq algebras complete
enough to interpret A and V, and no more.

Thus, Tarski-style models have more limits than first-order logic requires. This is not detectable
from inside first-order logic, since first-order logic is sound and complete for the Tarski-style models
and this is why Tarski-style models suffice to model first-order logic in a ZF universe.

However, completeness is not the only issue: if it were, we would only ever need the Herbrand
model of syntax quotiented by derivable equivalence (Section 9). The issue is to capture in abstract
semantic terms exactly that structure necessary to interpret first-order logic. Neither the Tarski models
nor indeed the Herbrand models quite do this; but FOLeq algebras do. In this sense, Tarski-style
models are less natural than the nominal semantics proposed in this paper.

Before we are done, we need to build an interpretation of term-formers and predicate-formers in
the sense of Definition 5.2.2, using the interpretation in ‘ordinary’ sets from Definition 8.1.5. This is
not hard:

DEeriNiTION 8.2.17. Suppose N is an ordinary model (Definition 8.1.5), so that by Proposition 8.2.15
we have that Tarski(JNV],{L, T}) is a FOLeq algebra.
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Define an interpretation J over Tarski(JN|,{L, T}) in the sense of Definition 5.2.2 as follows:

fg(al’ ERR aar(f))(g) = fN(g(al), s g(a’av"(f)))
P(ar, ..., aw@)(c) =PY(s(ar), ... s(aur(r)))

where the a; are distinct atoms (the a; above left are short for atm 7,4 x, x) (@) from Defini-
tion 8.2.1).

We obtain an interpretation of first-order logic immediately from Definition 5.2.7 and soundness
immediately from Theorem 5.2.13. If we like, we can also leverage the completeness theorem with
respect to ordinary models:

CoroLLARY 8.2.18. If @ I/ U, then there exists a termlike o-algebra U and a FOLeq algebra M over
W such that N\ yc5[0]" £V ypeo [¥]"

Proof. By completeness of first-order logic there exists some ordinary model N (Definition 8.1.5)
and valuation ¢ to N such that A\ ;4 [¢])" = T and \, o [¥]) = L.

So consider Tarski(JN],{L, T}) and consider the interpretation J from Definition 8.2.17. It
follows from Definition 8.2.13 that A ;.4 [¢]" £ Vieo [¥]" O

9. HERBRAND MODELS (LINDENBAUM-TARSKI ALGEBRAS)

We conclude, briefly, by observing that predicate syntax quotiented by derivable equality is a FOLeq
algebra. This construction is variously called a Herbrand, Lindenbaum, or Lindenbaum-Tarski con-
struction, algebra, or model—or just ‘syntax quotiented by derivable equivalence’.

There is not intended to be much new in this observation; just to show how syntax quotiented by
derivable equivalence fits with the idea of a FOLeq algebra.

If there is any subtlety it is that we build our model from possibly open syntax, and the familiar
syntactic notion of variable will be handled in our nominal abstract machinery as a special case of
the background Fraenkel-Mostowski notion of atom. It all works perfectly, which is part of the point.

Recall the syntax of terms and predicates from Definition 5.1.1, and the notion of logical entailment
from Figure 2.

DEerintTION 9.0.19. Define a logical equivalence relation ~ on predicates by
¢p~¢ when ok ¢ Ao
Write [¢] . for the ~-equivalence class of ¢.
If  and x’ are ~-equivalence classes then impose a partial order by x < 2z’ when ¢ € z and
¢’ € 2’ and ¢ - ¢’. Tt is a fact that this is well-defined (does not depend on the choice of ¢ and ¢").

Give predicates the natural permutation action where 7 acts on ¢ by acting on the atoms in ¢.
Theorem 2.3.2 tells us the following:

Lemma 9.0.20. If ¢ ~ ¢ then w-¢ ~ 7.
DeriniTioN 9.0.21. Give ~-equivalence classes the pointwise permutation action by 7[¢]. =

[7-¢] .

DeriNtTION 9.0.22. Give ~-equivalence classes a pointwise o-action by [¢]. [a—u] = [d[a—u]]~.
We need to check that [¢] .. [a—u] is well-defined, that is, if ¢ ~ ¢’ then ¢[a—u] ~ ¢ [a—u]. This

is a fact of first-order logic.

DerintTION 9.0.23. Define U to be the termlike o-algebra of terms where substitution is real substitu-

tion on syntax, and take £ = (|£], -, <, U, suby) to be ~-equivalence classes of predicates, with the

pointwise permutation and o-actions.

Tueorem 9.0.24. L is a FOLeq algebra if we take T 1o be [T|~, [¢]~ A [¢']~ to be [pAD' ], N[¢]~
to be Na.¢p|~, and r=s to be [r=s]..

Proof. Well-definedness and limit properties are all just properties of first-order logic. Finite support
is from Theorem 2.3.2, since syntax is finite. O
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10. CONCLUSIONS
10.1. Semantics out of context

Traditionally we admit numbers as a primitive datatype, and we emulate names using numbers (since
numbers are countably infinite) or functional arguments. This is neatly packaged up by Tarski-style
semantics, which broadly speaking has the following shape:

(Natural numbers = Semantics of terms) = Semantics of predicates

Tarski-style semantics have exerted a powerful, almost subliminal, influence on how semantics have
been designed, and how the relationship between syntax and semantics has been understood. Proposing
a good alternative to this view is one of our main goals.

In Tarski-style semantics the valuation (mapping numbers to semantics of terms as illustrated
above) is a context of variable-to-denotation assignments. The semantics of a predicate ¢ exists in
the context of a valuation ¢, and we write [¢] .- ¢ provides the syntax and ¢ provides the context, and
what Tarski really taught us was that semantics exists in confext.

Yet, from our point of view context is only compensating for a mathematical foundation that is too
poor to directly represent variables. We would consider the slogan “there is no such thing as a free
variable” from [ ] to be succinct, eloquent—and incorrect.

In this paper we do things differently. We interpret names more-or-less as themselves, using
urelemente in Fraenkel-Mostowski foundations. Denotationally speaking there is such a thing as a
free variable, and it is an urelement—an atom.

In this paper we apply this idea to give semantics to first-order logic. Given a set, its powerset is
naturally a Boolean algebra: in a nutshell, this paper is notes that given a set of terms, the o-powerset
of its o-powerset is naturally a model of first-order logic with equality (see Example 3.4.11)—and
furthermore, this concrete powersets model is susceptible to simple and attractive nominal algebraic
and lattice characterisations (and a topological treatment is possible too, though not in this paper).
More on this in Subsection 10.2.

The Tarski notion of variable context is transmuted into the nominal notion of support (Defini-
tion 2.1.8).% In the terminology of the title of this paper, the semantics we obtain is absolute; we talk
about the semantics of ¢, and write [¢]. Once the model is fixed, so is [¢] the meaning of ¢.

We can recover the minimal relevant context of [¢] by calculating its support supp([¢]). However,
if we do not care about support we can ignore it. This simplifies reasoning; it is easier to talk about
‘an element’ than ‘an element in context’.

But support is more general than ‘the free variables of”. It can be read as expressing what a nominal
element x depends on—without needing to know what logic, program, or computation x represents
(if any). If we use our foundations correctly then the support of x will relate sensibly to what x is
being used to represent, and furthermore, the general nominal constructs will give us a useful structure
within which to work. For instance in this paper:

— Lemma 5.2.8 notes that supp([¢]) C fa(¢p)—the nominal element [¢] is supported by (at most)
the atoms free in ¢. This connects support of syntax with the corresponding notion of support of
semantics.

— Similarly (o#) from Figure 1 expresses that if a& supp(x) then substitution [a—wu] does not change
. This connects nominal support—being affected by a permutation like (b a)—with the notion of
semantic dependency that comes from being in a o-algebra and being affected by [ar—u].

The two points above are visible in syntax: if a is not free in ¢ then ¢ with a substituted for a term r is
equal to ¢. By the two points above, if a is not free in ¢ then also [¢] [a—u] = [¢]. In fact, the semantics
is ‘compositional” with respect to substitution; [¢[a—7]] = [¢][a—[r]] (Lemma 5.2.11). The reader

23In [ ] are nominal Henkin-style semantics for higher-order logic in a typing context, but not a valuation context. We
calculated denotation in a context of static (typing) information, but we were not forced to also use an explicit context of
valuations—and we did not.
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used to Tarski semantics might recognise the corresponding result [¢p[a—7]]. = [¢] [, [, |- From

the point of view of this paper, that result is a special case of a more general result for a more general
semantics.

Because an element x stands on its own, we do not need to label everything with a context, or think
or prove lemmas about weakening or strengthening contexts, or about making the contexts of x and y
equal so that we can combine them, or even about a-renaming contexts. We do not need valuations,
or higher types (though we can have them if we like, as noted in Section 8). This is taken care of in
the background.

Name-management is simpler in nominal techniques, and name-management is the thing that
separates first-order logic from Boolean algebra, and it should be clear that things other than first-
order logic would be susceptible to the mathematical style and nominal semantics we have introduced
in this paper; some are suggested in the Future work below.

10.2. Recalling the trio of semantics

In this paper we have considered a trio of semantics: lattices, sets, and algebra.”* Let us recall what
they look like:

— A lattice-flavoured semantics specifies the meaning of a logic in terms of a partially-ordered set (a
set with a transitive reflexive antisymmetric relation). The order relation models logical entailment;
that is, the semantics is designed such that ¢ - 1 should imply [¢] < [¢].

We model logical connectives as limits; T is modelled as a top element (a greatest lower bound
for nothing), A is modelled as a greatest lower bound for two elements. This is standard, and in
categorical language we say that we assume finite limits of the lattice.

The new idea here is to model Va using fresh-finite limits /A (Definition 4.1.1; this was proposed
in [ D.

So by this semantics, [¢] is an element of a poset with certain fresh-finite limits. Instead of finite
limits, we assume fresh-finite limits.

— The nominal algebraic semantics is an algebra not over sets, but over nominal sets.

Nominal algebra enriches the syntax, judgement form, and semantics of universal algebra while
retaining (somewhat surprisingly) a purely equational flavour [ ; ; ].
Nominal algebra, the nominal algebra axiomatisation of substitution (called o- algebras here)
and that of first-order logic, were proposed in a sequence of papers [ ;

; ; ]. o-algebras are more recent and were created spemﬁcally to prove
completeness/duahty results.
By this semantics, [¢] is an element of a nominal set which happens to be equipped with operations
satisfying certain nominal equalities (see Appendix A.3).

— The sets semantics builds on the semantics of [ ;
Conjunction is interpreted as sets intersection and negation as sets complement. This is again
standard.

We see universal quantification interpreted as an infinite intersection in Definition 6.2.1, and
Proposition 4.2.6 notes that this is equal to a fresh-finite limit. Proposition 4.2.6 is one of a family
of characterisation results*® and an algebraic one is in Appendix A.3.

So by this semantics, [¢] is a set which thanks to its o and © structure turns out to be able to
interpret universal quantification, and as we saw in Subsection 6.3 also equality. We can write: o +
o + powersets = First-Order Logic with equality.

].25

24 A pure nominal treatment of syntax-with-binding, rather than its semantics, is also possible. Indeed, that problem is what
motivated the initial developments behind nominal techniques [ H ; 1.

25Note: The logic of [ ] did not include equality and considers duallty instead of completeness.

20E.g. {z'€|L]| | supp(z’)Csupp(z)\{a} A z’'<z} and A, ¢, z[a—n].
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The Stone duality theorem for Boolean algebras adds a fourth framework: topology. A topological
duality result for FOL (but not FOLeq) algebras exists and uses technology similar to some of the
material in this paper; see a sister paper [ 1.

10.3. Related work

10.3.1. Nominal precedents. The idea of nominal axiomatisations of mathematics dates back to
nominal algebra which was used to axiomatise in the first instance substitution and first-order logic
[ ; ; ; ; 1.

The most developed such logic is at the time of writing permissive-nominal logic [ ; ]
which extends nominal algebra with quantification (of unknowns: V.X'). We use it to finitely axiomatise
first-order logic and arithmetic in a first-order setting.

Concerning the sets semantics we see in this paper, precursors are [ ; ], which techni-
cally have little to do with this paper but which do build families of sets representations of what in
this paper we call a o-action, and [ ] which as mentioned above is a sister paper considering
topology and with a slightly different technical treatment (different version of o-algebras, no equality,
no lattices, and so on; at the time of writing, it has not yet been published).

More distantly related are the term equational systems of [ ; ]. These have no concrete
sets representations and the method of axiomatisation is quite different—so technically, this work is
not very relevant to what we do in this paper—but it is based on presheaf semantics, and nominal
sets admit a presheaf presentation (as noted in Subsection 10.3.7), so there is some overlap.

10.3.2. Tarski-style valuations and Herbrand-style quotiented syntax. We consider Tarski-style
valuation-based semantics in Section 8, and predicates up to derivable equivalence in Section 9. We
showed how both can be considered subclasses of FOLeq algebras.

As usual the Herbrand semantics is easy to construct but uninformative; building it is more a ‘sanity
check’.

Concerning the valuation semantics, we noted in Remark 8.2.16 that we get more limits than
needed. We only really need fresh-finite limits to interpret first-order logic, but valuation semantics
will not let us express that. In contrast, FOLeq algebras have only exactly those limits necessary to
interpret first-order logic, which seems a significant point in their favour.

10.3.3. Combinators. Variables are not indispensable. This is the idea behind combinatory logic
[ ; ], and it can be pushed a long way [ ; ] (the latter paper formalises set
theory without using variables).

We see combinatory techniques as orthogonal to this paper. Yes, languages can be constructed
without variables; but that does not make variables obsolete. Variables are useful because humans
like to use them; combinators do not change that.

Sometimes people talk about combinators ‘reducing’ variables to a simpler problem. Not so. With
names (nominal or otherwise) we can talk about a location independently of its site of binding. With
combinators we cannot talk about a location except by exhibiting it as being at the other end of a
combinator. These may be able to express the same computable functions, but that does not make
them equivalent.

10.3.4. Cylindric and polyadic algebras. Cylindric and polyadic algebras treat quantification as
a modality satisfying certain axioms. To model languages with infinitely many variables, we must
admit infinitely many modalities.

The interested reader is referred to [ , Chapter 8, page 243] (whose exposition is incredibly
clear) and to [ ] and [ ].

The resemblance to parts of this paper are interesting; for instance, the infinite schemata of axioms
(P1) to (P7) of a polyadic algebra in [ , Chapter 8, page 244] are similar to projections of

the axioms of Subsection A.3 into a first-order setting (where there is a symbol for every 7 and
va)—except, that polyadic and cylindric algebras are based on the monoid of finitely supported atoms-
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substitutions (so: not necessarily bijective functions like permutations), and also, these systems exist
in ZF so do not always insist on finite support, or in their terminology on local finite dimensionality.

(Tangentially we can also mention Fine’s notion of arbitrary objects [ ], not because it has
anything to do with algebra or first-order logic as such, but just because it too is based on a monoid
of substitutions.)

Cylindric and polyadic algebras, and Fine’s arbitrary objects, are distinctive because they do not
belong to the Tarski family of variables-with-valuations and denotations-in-context. In that sense they
are closer to the spirit of this paper.

However, we are not aware of anything like the mathematics of this paper being executed in the
frameworks above. This is partly because we take permutations as primitive and so can capture finitely
what it takes infinite axiom schemes to capture otherwise.?’ It is also because the nominal framework
enforces symmetry (as discussed in the opening to Subsection 2.3) and finite support. These are
all things that somehow fit together to make possible what we have done in this paper. Perhaps the
research above could not do what we have done in this paper, because of the influence of the implicit
Zermelo-Fraenkel foundation.

We should also mention hyperdoctrines. These are a categorical framework within which to
consider semantics for logics and are very general, so we briefly sketch how hyperdoctrines work for
the specific case of a one-sorted first-order classical logic.?®

Consider a category T whose objects are natural numbers 0, 1, ...and for each term-former f of
arity n an arrow f' from n to 0. A hyperdoctrine is a functor F from T to the category of Boolean
algebras, along with an assignment to each P of arity n of an element P in F'(n).

In spite of the categorical generality in which this idea is phrased, it really just re-states Tarski-
style semantics. Yes, there are no valuations as such, but this is replaced by a finite context and
the categorical framework enforces well-formedness (we only give a predicate semantics if its free
variables are in the context). Useful as hyperdoctrines are for the reader wanting to work entirely
within the vocabulary of categories, all they do is translate—and update—the ideas of Tarski into
a new categorical language. The basic nature of the thing has not changed. Nominal techniques as
applied in this paper are doing something different.

10.3.5. Boolean algebras with operators. A Boolean algebra with operators is a Boolean algebra
B equipped with functions |B|™ — |B| which preserve intersections on each component. These
have been studied extensively; first by Jonnson and Tarski [ ], and then by Goldblatt [ 1. A
concise and very readable survey is in the Introduction of [ ].

It is oversimplistic but reasonable to characterise FOLeq algebras as just being fancy Boolean
algebras with operators. The operator concerned is not v but the o-algebra structure [a—u]—which
since we are oversimplifying we might as well call substitution, though it is not necessarily syntactic.

Viewed as an operator, the substitution [a—u| is a modality (a unary operator) with special
properties: it commutes with meets A, joins V, and negation —. Thus, [a—u] can be viewed as both
a modal Box and a modal Diamond operator, which is also a homomorphism of Boolean algebras,
and the corresponding Kripke semantics is functional in the sense that each world has precisely one
future world.

The flavour of our representation theorem is in keeping with this. Notably, the pointwise actions of
Definitions 3.2.1 and 3.4.1

Xa—u] = {p | Nc.plus=c] € (ca)- X} and  plusal = {z | z[a—u] € X}

27Polyadic and cylindric algebras are ¢ away from us here, but by using monoids instead of groups they cannot guarantee that
atoms that were distinct, remain distinct.

In this light, our permutative convention from Definition 2.1.1, which goes back to [ H H 1, that in
informal mathematical discourse in nominal techniques a, b, and c range over distinct atoms, seems very important.
28 . .which is what we axiomatise in this paper. We hope it is quite clear by now how a multi-sorted logic, or an intuitionistic
logic, would work in our nominal semantics.
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are like the functional preimage under the relevant accessibility relation—though not quite, as we see in
the use of U on the left above, which hard-wires capture-avoidance and c-equivalence (Lemma 3.4.4).

Still, from the point of view of [ ; ] it is not unreasonable to view this paper as being
‘just’ about a particular kind of Boolean algebra with a particular family of operators satisfying certain
axioms described in Figure 1. We mention this because it is not a bad way of viewing how the material
of this paper fits in to the broader mathematical context.

Of course there is more going on than just that. Notably: we are working in FM sets so we have to
make sure that our constructions preserve finite support; also we do not just have [a—u)] but also the
universal quantifier v; but perhaps most interestingly, the axioms for ¢ are determined by properties of
substitution—but the axioms of © are not so determined. They emerge from the specific requirements
of the specific proofs we need to carry out. So even if a FOLeq algebra is just a Boolean algebra with
operators, the operators are organised and axiomatised into a specific and non-trivial structure, and
how that structure gets ‘inverted’ under a modified capture-avoiding functional preimage operation,
to form o-algebras, is subtle and certainly not obvious.

10.3.6. Varieties of FOLeq algebras. In Appendix A we give a purely nominal equational ax-
iomatisation of FOLeq algebras, using nominal algebra [ ]. The syntax of nominal algebra
is based on equalities between nominal terms subject to syntactic freshness side-conditions which
behave a bit like typing conditions. These do not impact on the algebraic flavour of the logic and one
way of making that formal is with a version of the HSP theorem, or Birkhoff’s theorem. We get a
notion of variety suitable for nominal sets, and a theorem that a nominal algebra theory is precisely
characterised by the variety of its models, for a suitable nominal notion of variety. For more details
see [ ; ].

10.3.7. The Schanuel topos: putting context back in, if we want it. The reader may know that
nominal sets are equivalent to the Schanuel Topos, which can be presented as pullback-preserving
presheaves (for a proof with calculations see [ , Theorem 9.14]).

What this means in plain English is that every nominal z€|X| can be thought of as a family of
A xfor A C A such that supp(z) C A. In other words, = ‘exists’ in a context if and only if the
context contains the support of z.

So in fact, everything we have done in this paper, admits a ‘contextual’ presentation. Furthermore,
it may admit generalisations to presheaves not necessarily preserving pullbacks (to be more precise,
not necessarily preserving pullbacks of monos [ D.

And yet, even if for the sake of argument we imagine such a generalisation is found and written,
the proofs in this paper would be harder to discover, harder to present, and harder to disseminate, if
we did not first have the simpler ‘context-free’ sets-based reasoning of nominal sets.

10.4. Future work

(1) Apply the sets semantics to the \-calculus. A nominal algebra axiomatisation of the A-calculus

isin [ ; ], building on the nominal rewrite systems for the A-calculus from [ ;
]. A sequent logic style presentation of the A-calculus is in [ ], along with a (non-

nominal) Kripke style semantics.

In a sequel to the current paper, we build on this work to give for the first time a topological

duality result for the A-calculus [ ].

(2) Generalise the language beyond first-order logic. This paper has only scratched the surface of
what might be possible with our semantics. First-order logic has binding, but it does not have
binding term-formers nor does it have the ability to reason directly on variable names. We do this
all the time in informal mathematical practice—e.g. when we specify first-order logic itself.

It is a tricky question what kind of logic is being used here, though it seems to be a nominal one.
Permissive-nominal logic is one such [ ; ]; it enriches first-order logic with binding
term-formers and we have used it to axiomatise first-order logic and arithmetic [ ].
However, there may be much more to say here. We hope that the sets-based semantics of this
paper, which is new, will be a good guide to us here.
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(3) Category theory in nominal sets. The fresh-finite limit from Subsection 4.1 is natural if we

build category theory internally to nominal sets; because a category is a set of objects and a set
of arrows, it is natural in a nominal context to talk about ‘the limit object satisfying a freshness
side-condition’. Our treatment of posets in this paper begs generalisation to categories, and we
look forward to finding out what story might be told here.”” A hint of this is already in the paper;
freshness conditions and adjoints (especially the adjoint explanation of quantifiers) are clearly
related. This must be the topic of a later paper.
Another interesting generalisation is to take the notion of o-algebra seriously as a categorical
framework. The clue to this is to view a category as a kind of o-algebra in which each arrow has
one ‘free variable’ (its source). In a similar spirit, we might consider a (termlike) o-algebra as
a kind of semigroup in which we consider z[a—y] as composition of x and y ‘at a’. If we do
this, it will not just be because we can: in computing, composition often happens at a location, in
some sense.

(4) Stone duality. The representation theorem of this paper uses maximally consistent filters (which
we call points), for a suitable notion of filter (Definitions 7.1.1 and 7.2.2).

Our logic is classical, so maximally consistent filters do indeed coincide with ultrafilters; see
Lemma 7.1.16.

We can develop this further by characterising the right notion of topology on a (nominal) topo-
logical space and obtain a Stone duality result for FOLeq algebras.

This has been studied for the simpler case of first-order logic without equality. See [ ](a
sister paper to this one) and in particular see Definition 6.18 of [ ] where the topology on
points is described. See also [ ], which uses different techniques but has similar goals.
Adapting [ ] to the definitions and results here would probably require a distinct paper.

(5) The many-sorted case. Our definition of termlike o-algebra in Definition 3.1.1 is single-sorted;
U is a single set with a o-action over itself. For applications in computer science it would be
useful to have a many-sorted version of FOLeq algebras.

This should be quite easy. It would suffice to generalise Definition 3.1.1: instead of U we have a
type-indexed family U, along with atoms for each type and a o-action of type U, x A/ x U, —
U. The rest of the mathematics in this paper would be orthogonal and should remain unaffected.

10.5. Summary
We hope that the mathematics of this paper supports the following two arguments:

— The correct notion of model of first-order logic is a FOLeq algebra; this contains just what is
necessary to model first-order logic and furthermore it supports good sets-based and poset-based
characterisations. Underlying these are o- and o-powersets, which are remarkable structures,
and nominal algebra (itself a logic of independent interest). To express these we need nominal
techniques—ZF sets and algebras are not expressive enough.

— Nominal foundations give other new, and not necessarily obvious, opportunities in logic and
semantics. We study first-order logic in this paper and the untyped A-calculus in [ ]. We hope
and suspect that the ideas behind these examples, and many of the tools we had to develop to carry
out these examples, will have further uses (cf. the Future work above).

So this paper gives non-trivial answers to some specific technical questions, but stepping back to
look at the larger picture, we see this work as one example of an exciting new way in which to apply
nominal techniques in logic and semantics.
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A. NOMINAL ALGEBRAIC AXIOMATISATION OF FRESH-FINITE LIMITS AND EQUALITY

Definition 4.1.1 set up the notion of a fresh-finite limit A** X . Proposition 4.1.5 split this notion up
into three parts which are sometimes more convenient for proofs: T, A, and /\"“. These definitions
are ‘poset-flavoured’; that is, we talk about < and greatest lower bounds for <.

We now set about axiomatising this structure in nominal algebra [ ]. That is, we will char-
acterise FOLeq algebras in terms of an underlying nominal set and functions on that set satisfying
nominal equalities.

It is convenient to do this in three stages: bounded meet-semilattices with v, then bounded lattices
with v, then FOLeq algebras.

A.1. Bounded meet-semilattices with v

DeriNiTION A.1.1. A bounded meet-semilattice in nominal sets is a tuple M = (|M], -, A, T) where
(|M], ) is a nominal set and T €|M]| is an equivariant top element and A : (M x M)=M is an
equivariant function, such that A and T form an idempotent monoid:

Ay ANz=xNA(yA=2) TANy=yAzx AT ==z AT ==z

Here, z, y, z range over elements of |M]|.
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DerintTION A.1.2. As standard, a meet-semilattice acquires a partial order by setting x < y when
x Ay = z. A bounded meet-semilattice yields a poset with a top element (T).

DEeriNITION A.1.3. A generalised universal quantifier v on a bounded meet-semilattice M is an
equivariant map v : (A x M)=M such that:

(var) btr = wb.(ba)x==x
(VA) va.(x Ay) = (Va.z) A (Va.y)
(v#) a#xr = va.r =
(v<) va.xr < x

(Recall that Va.z < z is shorthand for (va.x) A z = va.x.)
Lemma A.14. If x < y then Va.x < Va.y.

Proof. x < y means x A y = x. We apply va to both sides and use (vA). O

ProrosiTioN A.1.5. Suppose M is a bounded meet-semilattice with ¥. Then with the partial order
from Definition A.1.2 we have the following:

— T is a top element.
—x Ay is a limit for {x,y}.
—Va.x is an a#limit for {x}.

Proof. The first two parts are standard; the interesting case is part 3.

From (va) and part 3 of Corollary 2.1.12 we derive that a#va.z. With this and (v<) we have that
Va.x is an a#lower bound for x.

Now suppose z < x and a#z. By Lemma A.1.4 and (v#) we deduce z < va.z. O

CoroLLARY A.1.6. Every bounded meet-semilattice with ¥ can be viewed as a nominal poset with
fresh-finite limits, and vice versa.

Proof. Using the constructions of Propositions 4.1.5 and A.1.5. O
Definition A.1.7 and Proposition A.1.8 merely package the observations above in categorical
language:

DeriNiTION A.1.7. Given M and M’ bounded meet-semilattices with ¥, a homomorphism F' :
M=-M'is a function on the underlying nominal sets such that:

— F(m-z) = 7-F(x), meaning that F' is equivariant (Definition 2.1.6).

— F(Ty) = Tow and F(z A y) = F(x) Ay Fy) and F(vya.x) = Yy a.x.

Given N and N’ nominal posets with fresh-finite limits, a homomorphism G : N="XN’ is a function
on the underlying nominal sets such that:

—G(mz) = 7-G(z) (so G is equivariant).

—G(N'X) = K{G(x) |z € X}

Write Semiv for the category of bounded meet-semilattices with v and homomorphisms between
them, and Poset ' for the category of nominal posets with fresh-finite limits.

ProposITION A.1.8. The natural functors mapping between Semiv and Poset N* define an isomor-
phism of categories.

A.2. Bounded lattices with v

Our version of FOLeq is classical and has negation. This means that it has A, but by dualising with
negation it also has V. This has a minor effect on the natural axiomatisation of v. We therefore briefly
sketch the case of v for bounded lattices, of which FOLeq is a special case.
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(va) btr = vb.(ba)z ==z
(VA) va.(x ANy) = (v ) (\m Y)
(wV) aty = Va.(zVy)=(va
(v<) Va.xr <x

Fig. 4: Nominal algebra axioms for v in a bounded lattice

DeriNiTiON A.2.1. A bounded lattice in nominal sets is a tuple £ = (|£|, -, A, V, T, L) where (|£], )
is a nominal set which we may just write £, and T, L €|£] are equivariant top and bottom elements
and A,V : (£ x £)=L are equivariant functions, such that A and T form an idempotent monoid
and sodo V and L,

(AY)ANz=xA(yAz) TANy=yAx AT == AT =z
(xVy)Vz=zV(yVz) rVy=yVa rVr=ux zV.l=x

and A and V satisfy absorption
zA(zVy) =x zV(xAy) =

Here, z, y, z range over elements of |£|.
Similarly to Definition A.1.2, a bounded lattice is a poset by taking x < y to mean x A y = x or
x V y = y (the two conditions are provably equivalent).

DEeriNiTION A.2.2. A generalised universal quantifier v on a bounded lattice £ is an equivariant
map V : (A x £)=-L satisfying the equalities in Figure 4.

ReMaRrk A.2.3. Comparing Definitions A.1.3 and Definition A.2.2, we note that (v#) has vanished,
and that (vV) is not a perfect dual to (vA).

The disappearance of (v#) is explained in Proposition A.2.4.

The lack of duality between (vA) and (vV) is natural; (v<) orients V with respect to < so it would
be surprising (and wrong) if v displayed perfectly dual behaviour with respect to \/.*

PROPOSITION A.2.4. Suppose L is a bounded lattice with ¥ and x€|L|. Then (v#) from Definition A.1.3
follows from the other axioms of a generalised universal quantifier on a bounded lattice.
That is, a#x implies Va.x = x
()
Proof. We note that Va.x = va.(x V z) =" (Va.x) V z so that z < va.z. Furthermore by (v<)
va.x < x, and we are done. O

CoroLLARY A.2.5. Suppose L is a bounded lattice with a generalised universal quantifier v. Then
va.x is the a#limit for {x}.

Proof. By Proposition A.2.4 (v#) holds, so the restriction of £ to T, A, and V forms a bounded
meet-semilattice, and it is a fact that this has the same partial order. We use Proposition A.1.5. [

Axioms of the type presented in Definition A.2.2 underlie the nominal algebraic axiomatisation of
first-order quantification in e.g. [ ; 1.

A.3. FOLeq algebras algebraically

We are now ready to give a full axiomatisation of a FOLeq algebra, in nominal algebra in the sense
of the formal language described in [ ]. This nominal algebra theory builds on the nominal
algebra axiomatisations of substitution and first-order logic originally developed in [ ; ;

; 1.

30This is to be contrasted with the axiomatisation of and Stone duality result for the 1 quantifier in [ ]. The U quantifier
is self-dual, and is symmetric in its interaction between A and V.
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THEOREM A.3.1. Suppose U is a termlike o-algebra. The FOLeq algebras over U (Definition 4.4.3)
are precisely characterised as an underlying nonempty nominal set L along with

— an equivariant o-action sub : (£ x A x U)=L, written infix x[a—u];
— an equivariant function \ : L X L=L;

— an equivariant function — : L=L,

— an equivariant function v : (A x LY=L, and

— an equivariant function =*: (U x W)= L,

such that:

(1) sub satisfies the axioms of a o-action over U from Figure I and

(z Ay)la—u] = (zla—u]) A (yla—u])
(-z)[a—u] = ([CHUD
b#u = (vb y)la u% b.(yla—u]),

('[a—u]) =* (v[a—u))
(2) ifwetake T = —(x A—x) (forany x) and x NV y = —(—x A —y) and L. = =T then T, A, L, and
V satisfy the axioms of a bounded lattice from Definition A.2.1,
(3) in addition®
cA@yVz)=(@Ay)V(zAz)
- =,
(4) v satisfies the axioms of a generalised universal quantifier from Figure 4, and finally
(5) =F satisfies the axioms
(u=*u) =T
(u=*v) A zla—u] = (u=*v) A z[a—v]

Proof. We have all the pieces, we just need to put them together.

Suppose L is a FOLeq algebra. We take T to be the top element, 2 Ay to be the limit of {z, y}, va.x
to be Nz the a#limit of {z}, —z to be the complement of x in £ (which is unique by Lemma 4.1.7),
and u=*v to be (a=b)[aru, b—v] where =* is the equality of £ (the simultaneous o-action is from
Definition 3.5.2). Then:

— By assumption in Definition 4.4.3 the o-action satisfies the axioms of Figure 1.

— By properties of limits and complements T, A, L, and V satisfy the axioms of a bounded lattice.

— By assumption L is distributive (Definition 4.4.1) and complemented, and it follows that A dis-
tributes over V and -~z = z.

— By Lemma 4.1.9 v satisfies (vo) from Figure 4. By routine calculations on limits v satisfies (vA).*?
By assumption L is distributive (Definition 4.4.1), so (vV) holds. By the definition of a fresh-finite
limit va.x < z.

Now suppose £ has all the structure of the statement of this theorem. Definition 4.4.3 defines
a FOLeq algebra to be a finitely fresh-complete complemented nominal poset with a compatible
o-algebra structure and an equality. So we consider each property in turn:

— Finitely fresh-complete. By standard arguments using the axioms T is a top element and x A y is
a limit for {x, y}. By Corollary A.2.5 Ya.z is an a#limit for {«}. It follows by Proposition 4.1.5
that £ is finitely fresh-complete.

— Complements. Again it follows from the axioms that — is a complement.

— Compatible c-algebra structure. By assumption sub satisfies the axioms from Figure 1, so £
has a o-algebra structure of U. By our assumptions (condition 1 in the statement of this theorem)
it is compatible.

31This axiomatisation is not minimal, but it is readable. The interested reader is referred elsewhere [ ] for what can
be achieved in terms of trading off the number of axioms against readability.
321t is not quite that simple; we are using fresh-finite limits. But it all works out.
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— Equality. Tt follows from our assumptions that a=*b is an equality in the sense of Defini-
tion 4.3.1.% O

B. ON THE LEIBNITZ EQUALITY

Remark B.0.2. In Remark 6.3.2 we noted that Definition 6.3.1 is a form of Leibnitz equality: p €
(a =% b) when it ‘cannot distinguish between a and b’.

Could it be that (a =7 b) is also equal to {p€|P| | (a b)-p = p}? After all, if (a b)-p = p then p
also ‘cannot distinguish @ and b’.

This notion is too weak. To see this intuitively, consider that the unordered pair {a, b} is invariant
under swapping a and b, but is not invariant under converting b into a to obtain {a}.

We note that a strengthened version of Definition 6.3.1 is possible:

Lemma B.0.3. p € (u =7 v) if and only if for all atoms c, p[usc] = plvéd].
In symbols: (u =" v) = {pe|P| | Ve.p[usc] = plvc]}.

Proof. Clearly if for all atoms ¢, p[u<ic] = p[v<c|, then for all but finitely many ¢, plu+ic] =
plvc].

Conversely, suppose p[u<—c] = p[v<—c] for all but finitely many ¢, and consider any atom a and
element 2. Now choose one ¢ such that c#u, v,z and p[u<c] = p[vc] (this is always possible
because all but finitely many c satisfy each condition). By (ca) z[a—u] = ((c a)-z)[c—u] and
z[a—v] = ((c a)-z)[e—v] and it follows using Proposition 3.2.2 repeatedly that = € p[u<—a] if and
only x € p[val.

RemArk B.0.4. Given Lemma B.0.3, could Definition 6.3.1 use Vc instead of the less familiar V¢?

Yes, but the use of the /1-quantifier is preferable. It is a weaker proof-obligation; it is strictly easier
to prove Ve.p[us—c] = plusc] than it is to prove Ve.p[us—c] = plus—c], because we have to worry
about ‘fewer values’ for c.

This is exploited immediately after Definition 6.3.1 in Lemma 6.3.4 when we use two [1-quantifiers,
one for a’ and one for c. If we had taken Lemma B.0.3 as our definition instead, then we would have
had to worry about the case a’ = ¢; something similar happens in Proposition 6.3.8.

Thus, the 1 form used in Definition 6.3.1 is more elementary and convenient, though it is indeed
logically equivalent to the V form of Lemma B.0.3.

We mention that Definitions 3.3.2 and 6.3.1 have a kind of purely nominal precedent:

LemMma B.0.5. Suppose X is a nominal set and X,Y €| NomPow(X)| are finitely supported subsets
of X (Subsection 2.4.1), and suppose a#X and a#Y . Write Xy, = {v€X | a#tx} and Yy, = {y€Y |
a#y}. Then

X =Y ifandonlyif Xug = Ya,.

Proof. The left-to-right implication is immediate. For the right-to-left implication it suffices to prove
that X C Y. So suppose 2 € X. Choose fresh b; then (b a)-z € X and by Proposition 2.3.4 a#(ba)-x
so(ba)z €Y sothatz €Y. O

For more on this, see [ , Subsection 9.5].

33Note that the statements are slightly different; Definition 4.3.1 assumes an element a=*b whereas above we assume an
equivariant function =* and in condition 1 we assume that substitution distributes over it.
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